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THE ARCHITECTURE OF GRAMMAR IN ARTIFICIAL GRAMMAR LEARNING
Vsevolod Kapatsinski

This thesis introduces an experimental paradigngded to test whether human
language learners acquire product-oriented geaatalns (e.g., “plurals must end in -i”)
and/or source-oriented generalizations (e.g., “ddd the singular to form the plural”).
The paradigm is applied to the morphophonologicatgss of velar palatalization.
Ecological validity of the paradigm is confirmed tgmparison to corpus data from
loanword adaptation in Russian. Characteristidgh@fraining task are shown to
influence the extent to which the grammar extratigd learner is product-oriented or
source-oriented. This finding suggests that th@slwd the grammar is influenced not
only by innate biases of the learner (Universaln®rear) but also characteristics of the
learning situation.

Nonetheless, there are regularities that hold adrasming tasks and languages.
First, learners extract both product-oriented angd&e-oriented generalizations. Thus,
learners exposed to a lexicon of singular and pforans learn at least 1) what typical
plurals and singulars are like, 2) which segmehti@singular form must be retained in
the plural, and 3) which segments of the pluraifonust be retained in the singular.
Second, learners appear to rely on schemas spegifghich form classes and

paradigmatic mappings are observed frequently, (qlrals should end in 4t or “ a
[K] in the singular corresponds to aitin the plural”), rather than on constraints aggi

underobserved form types (e.g., “plurals must notia —ki”). Competing
generalizations are weighted relative to each aitwhastically. Thus, learners obey

competing generalizations in proportion to how matatistical support each competitor



receives from the training data, rather than olzpjie most strongly supported
competitor 100% of the time. Learners do not toyabe Subset Principle, which
predicts that the learners should induce the npestiSic generalizations consistent with
the training data. The observed overgeneralizataiterns are shown to be expected if
we assume a Bayesian approach to speech percaptiomord recognition, in which the
output of perception is not the identity of the mdsely structure but rather a probability

distribution over possible structures.

Vi
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CHAPTER1
INTRODUCTION

The present thesis develops experimental methadedbng the types of
morphophonological generalizations humans extrach fa lexicon of a language and use
in perception and production, and investigatesttient to which the types of
generalizations extracted from a lexicon depentherway in which the learner is
exposed to the lexicon, i.e., the nature of thenieg task. In a broader perspective, this
thesis addresses the questions of whether the grodyrammar is the perception
grammar, i.e., whether grammatical generalizatrensive the same weights relative to
each other in perception and production, and wiéktigeshape of the grammar acquired
by a human learner depends on the way in whiches{periences the linguistic data on
whose basis the grammar is acquired. Previous haskocused on identifying the
biases guiding acquisition of (morpho)phonologm@mmar. The present thesis extends
this work by asking whether biases in favor of @ertypes of linguistic generalizations
are due to the nature of the learners’ exposul@iguage in the course of normal
language acquisition (cf. Bybee 2008).

This introductory chapter presents the backgroondhie presented experiments.
Section 1.1 introduces the notion of biases comstigithe learning phonological and
morphophonological generalizations, and reviewggtioving experimental literature on
this topic, situating the present thesis in relatmthe previous studies. Sections 1.2 and
1.3 lay out the theoretical assumptions of thegarestudy. Section 1.2 discusses the
evidence for storing generalizations in memoryti®acl.3 presents a Bayesian approach

to learning, which clarifies the nature of learnbigses and suggests that generalization



is an inevitable part of perception. Section 1stdsses theoretical proposals and prior
evidence on whether morphophonological generatinatare by default source-oriented
or product-oriented. Section 1.5 discusses théioakhip between production and

perceptual acceptability judgments. The final secoutlines the rest of the thesis.

1.1. Biases and innateness in the acquisition of phon@yp

In the last five years there has been an explasiamerest in experimental
exploration of inductive biases, or constraintdearning, using a variety of artificial
language learning paradigms. The growing integeshown by the holding of a special
session on ‘An Artificial Grammar paradigm for plotwgy’ at the 2007 Annual Meeting
Linguistic Society of America, a well attended cgriat the 2008 LSA Summer Institute
on ‘Analytic bias in phonology’, and the increasghe number of studies exploring the
issue.

The general aim of this line of research has beeatetermine to what extent
linguistic universals can (and should) be attridutedifferences in learnability between
attested and unattested or frequent and infredungpitistic structures and to identify the
inductive biases that constrain the learning precégaditionally, generative grammar
has assumed that learnability differences are th& tikely (and in practice the only)
explanation for linguistic universals (ArchangeiidaPulleyblank 1994, Chomsky and
Halle 1968, Prince and Smolensky 1993/2004, Wekl€ulicover 1980) and that a
major source of inductive bias is Universal Grammaasystem of innate linguistic
representations. A natural prediction of this hjagsis is that attested linguistic structures

should be easier to learn than unattested ones ey 2008, Schane et al. 1974/1975,



Smith et al. 1993). Furthermore, structures thatcammon in unrelated languages may
be assumed to be common because they are ealdarrtdhan the marked structures
(see Finley 2008, Goldrick and Larson in press,d3ay999, Wilson 2006 for alternative
formulations).

This position has been challenged by, among otBéesjns (2004), Bybee
(2001), Chang et al. (2001), Hale and Reiss (22008), Kavitskaya (2002), Mielke
(2008), and Ohala (1981, 2005), who have arguddhlearue universals are universals
of sound change and pointed out that a sequentatafal sound changes can result in an
unnatural synchronic alternation (also see Newmg2g6b:174-225 for a review of and a

contribution to the same debate in syntax). Onengk& of an unnatural alternation is

found in Evenki where /g/, /s/, and /vl nasalizerahasals, becoming// /n/, and /m/

respectively but other consonants (including ki, /t/, /d/, /k/, and /x/) do not (Mielke
2008: 120-121). Not only is the class of changiogsonants unnatural but the
alternation itself involves relatively non-nasadlikegments (like /s/) changing into nasals
while more nasallike segments (like /d/) remainhanged. Some unnatural
generalizations have also been shown to be produatid thus to have some degree of
psychological reality for the speakers of the laaggifeaturing the generalization. One
such alternation is velar softening in English vehl/ changes into /s/ before certain
Latinate suffixes, e.g., electri/k/-electri/s/ityhich is unnatural because ‘coarticulation
and lenition would yield an aspirated palatal apgprant rather than the alveolar
fricative /s/’ (Pierrehumbert 2006:84; see alsoddul998 for perceptual pressures
pointing in the same direction) and has been shovire productive by Pierrehumbert

(2006).



Thus unnatural alternations are attested in langsmafthe world, can be learned
by speakers of the languages and, furthermoreydiocpto the only extant large-scale
typological study, are quite common (Mielke 2008hile unnatural alternations arise
through a sequence of natural sound changes, thmhess/frequency of a sound
change is not necessarily caused by differencksamability between the original
system and the resulting one. Thus, Ohala (198&y,i%s (2004), Hale and Reiss (2000),
and Mielke (2008) argue that sound change resulis Yariation in perception of
inherently ambiguous information in the signal @ad in principle proceed in any
direction. Bybee (2001, Hooper 1976a), Browman @ottistein (1992) and Mowrey and
Pagliuca (1995) suggest that the great majorigooind changes are the result of
articulatory reduction caused by repeated prodonaiidrequent words and sound
patterns throughout life. Thus, a pattern’s leailitglmay not go hand in hand with
naturalness or cross-linguistic frequency of oauece (Moreton 2008), which points to a
need for experimental studies of learnability, whmould complement and could be
compared with typological and nonce probe studiesmtural language (see Finley 2008,

Moreton 2008 for examples of such comparisons yiglthteresting theoretical results).

1.1.1. Formal vs. substantive biases

A distinction is often drawn between formal and €ahtive constraints on
learning. For instance, Wilson (2006: 974) suggtst ‘the absolute limits on human
phonologies’ are caused by biases responsiblefard, rather than substantive
universals. Formatonstraints are 'limitations placed on acquisitigrthe structural

properties of the cognitive system’, includingnfiat operations that define the space of



possible rules or constraints of the phonologicahgnar' (Goldrick and Larson, in
press). For instance, one formal universal predibteOptimality Theory (Prince and
Smolensky 1993/2004) is that all languages carelsertbed via a strict ranking of
markedness and faithfulness constraints (and éingulage learners naturally come up
with a strict ranking of such constraints when esqubto linguistic data, see Guest et al.
2000 for an experimental test of this hypothesis).

Substantive constraints are representations of lkattge about the relative
phonetic naturalness of various linguistic pattgmisether acquired prior to the
acquisition of the linguistic patterns themselvegenetically preprogrammed). Thus
substantive constraints are restrictions on théerdrof phonological representations
rather than their structure (Goldrick and Larsopriess, Wilson 2006). For instance, a
substantive constraint may be that [i] is assurodakta more likely trigger of

palatalization than [e] because [k] and fire more confusable before [i] than before [e]

(Wilson 2006). Many researchers have assumed isteage of substantive biases in
learning, encoding them in Universal Grammar (& fibrm of the markedness
constraints of Optimality Theory, Prince and Smelgn1993), considering them as an
evaluation metric for alternative grammatical asak/(Archangeli and Pulleyblank 1994,
Chomsky and Halle 1968) and incorporating them thelearning algorithm (Finley
2008, Hayes 1999, Wilson 2006). Experimental studfebiases in grammar learning
have focused on biases associated with phoneticalaéss and thus potentially
responsible for substantive universals. Some exesrgfi studies trying to determine
whether phonetically natural rules (or constraiat®) easier to learn than phonetically

unnatural ones are Finley (2008), Gerken and Ba0l08), Goldrick and Larson (in



press), Jusczyk et al. (2002, 2003), Koo and C20€§), Moreton (2008), Pater and
Tessier (2003), Peperkamp et al. (2006), Peperkarmdupoux (2007), Pycha et al.
(2003), Saffran and Thiessen (2003), Schane €1@r4/1975), Seidl and Buckley
(2005), Wilson (2003, 2006).

Evidence for substantive biases has been provig&tbane et al. (1974/1975),
Peperkamp et al. (2006), Gerken and Bollt (200B8)ielf (2008), and Goldrick and
Larson (in press). Schane et al. (1974/1975) coetpre learning of consonant deletion
before consonant-initial words (a natural rule)ite learning of consonant deletion
before vowel-initial words (an unnatural rule) dodnd that learning was more rapid
when subjects were exposed to the natural ruleo@adth both rules were eventually
learned. All of the subsequent studies agree thatural rules are learnable, while the
difference between natural and unnatural rulesreplscated (for different rules) only by
Finley (2008), Gerken and Bollt (2008), Peperkarmal (2006), and Wilson (2003)
Wilson (2003) exposed adult native English speat@esphonetically natural rule where
the suffix underwent nasal assimilation when follogva stem ending in a nasal (-la—
na /[+nasal]_) or an unnatural rule in which —ladree —na if the preceding consonant
was velar. Subjects were tested using an old/nexdl vazognition task. Subjects in the
natural condition acquired a bias to respond to wewds conforming to the rule as old
whereas subjects in the unnatural condition wetenfloenced by whether a new word
conformed to the rule they were presented withk&eand Bollt (2008) showed that 9-
month-old infants were able to generalize a natutal ‘stress heavy syllables’ to new

syllable strings (assessed using the headturnrprefe procedure) after being exposed to

! While Pater and Tessier (2003) and Wilson (2006) elaim to demonstrate the result, the presefice o
confounds make interpretation impossible, as dssdisater on.



only three different words exemplifying the rulehaveas they did not generalize an
unnatural rule ‘stress syllables beginning withwith the same amount of exposure.
Finley (2008) found that English speakers exposadundness harmony exemplified by
mid vowels are able to learn the pattern whereaalsgrs exposed to roundness harmony
exemplified by high vowels do not learn it, mirmgithe typological observation that mid
vowels are better triggers of roundness harmong {dubearing weaker cues to
roundness). However, no preference for high vowaeinony targets was found despite
being predicted by the same logic (‘realize thesahat are in danger of being
misperceived on the vowels that are best for riegithe cues’).

Wilson (2006) tested native English-speaking akhatners for knowledge that /i/
is a better trigger of velar palatalization thah ¢&ne group of subjects was exposed to a
language in which /i/ triggered velar palatalizatighile /a/ did not and tested on /e/. The
other group was shown that /e/ triggers velar phiattion while /a/ does not and tested
on /i/. The subjects in the first group treatedaeintermediate between /i/ and /a/, while
the subjects in the second group treated /i/ agget of palatalization, like /e/. While
Wilson interprets these results as showing a sobgéabias, a simpler explanation is
available: /e/ actuallis between /i/ and /a/ in acoustic space, hence sishgi® not know
whether it should pattern like /i/ or /a/, wherdass even further from /a/ than /e/, so
learners who know that /e/ triggers velar palatdion will infer that /i/ does as well.

Gerken and Bollt (2008) examine generalization n&tural pattern (‘stress heavy
syllables’) and an unnatural pattern (‘stress bidia beginning with /t/’). Nine-month-
olds acquire the natural pattern but not the umahtine whereas 7.5-month-olds are able

to learn both patterns, suggesting that at leasessubstantive biases that one might



have ascribed to Universal Grammar are learned iSHikely to be the case for the bias
found by Pater and Tessier (2003) who observedatthat native English speakers were
able to learn a rule that says that lax vowels rhadbllowed by consonants more easily
than they could learn a rule that says that frantels must be followed by consonants.
Since word-final lax vowels are actually bannednglish, these results are not evidence
of innate bias for natural rules.

The question of whether substantive biases areensalso addressed by a series
of studies that have focused on whether speakeeskreowledge about differences in
naturalness among structures that are unattestbe ianguage(s) they speak (Albright
in prep, Becker et al. 2007, Berent et al. 200%ifs0on 2006, Peperkamp 2007, Pertz
and Bever 1975, Zhang and Lai 2006). While suchwkadge has been found and is
predictable based on the Sonority Sequencing Piadt is not yet clear that it could not
be acquired from the English input (see Albrighprep for a modeling attempt) or from

experience with articulation and audition.

1.1.2. Formal biases

The present dissertation is intended to fit intelated body of recent research
that tries to determine the shape of the gramnefepntially induced from the data in
an artificial grammar learning (AGL) paradigm anditaw inferences about biases
responsible for the shapes of natural language mam(i.e., formal universals, Moreton
2008, Newport and Aslin 2000). The shape of thengnar includes minimally the types
of generalizations it contains, a set of functiamaldules into which the generalizations

are divided, a mechanism to weight competing géizateons within a module relative



to each other, and a decision rule to decide betwempeting generalizations. For
example, the generalizations can compete via sardting (Prince and Smolensky
1993/2004) or reliability-based weighting (Albriggndd Hayes 2003). The types of
generalizations may be restricted by the typesdfaategories they involve, e.g. ‘the
grammar cannot make reference to speaker-speh#i@cteristics’, or ‘no syllables’
(Chomsky and Halle 1968), or ‘surface represematimnly’ (Bybee 2001, Burzio 2002,
Hooper 1976b), or ‘classical categories only’ (Clsagnand Halle 1968, Albright and
Hayes 2003), and the relationships between repiasams that can be captured, e.g., ‘no
paradigmatic relations in the grammar’ (Hale ancs®2008, Marantz and Halle, to
appear), or ‘avoid non-local syntagmatic relatiaidgbright and Hayes 2003, Newport
and Aslin 2004), or ‘learn categorical relationshgnly’ (Chomsky and Halle 1968), or
‘learn transitional probability relations’ (Aslirt al. 1998), or ‘learn frequencies of co-
occurrence’ (Bybee 1985, 2001, Coleman and Piembleat 1997). One caveat is that
experimental evidence is unlikely to show that sgranmar type ignpossible Rather,
as Wilson (2006) and Finley (2008) point out, therking hypothesis is that some
generalizations are easier to form than othersubgects are expected to learn natural
generalizations more easily than unnatural oneswahen the data are consistent with
multiple generalizations, favor the natural onelfsBayesian terms, learners do not start
out with a uniform prior (for Bayesian perspectiwespossible biases in grammar
learning, see Goldrick and Larson in press, Mor&@®d8, and Perfors et al. 2006).

The issue of the inventory of grammatical units besn addressed in an AGL
paradigm by Cristia and Seidl (2008), Finley (200 patsinski (in press), Newport and

Aslin (2004), and Peperkamp and Dupoux (2007). Netvgnd Aslin (2004) report that



infants learn dependencies between non-adjacesboants or vowels but not between
non-adjacent syllables, arguing that dependencigsden segments are easier to léarn.
Kapatsinski (in press) shows that rime-affix asations are easier to learn than body-
affix associations, arguing for the rime as a gratical unit. Cristia and Seidl (2008)
show that English-learning infants learn that nesald stops pattern alike and generalize
the knowledge to new segments more easily thanléaeg that nasals and fricatives
pattern alike. They suggest that infants classfynsents into featural categories,
including [-continuant], which subsumes nasals stogs® More evidence for features is
provided by Finley (2008) who shows that (in sommeurnstances) adults generalize
vowel harmony to new segments. While the genettaizaould also proceed by analogy
to segments on which the subjects are trained, (diglke 2008), Finley argues against
this possibility using lack of statistically sigiwiént differences in accuracy with new and
old segments (but see Peperkamp and Dupoux, 200@pmtrasting findings).

Regarding category structure, Saffran and Thie§2@03) observe that infants
find it easier to confine voiced stops or voicelssps to a single position within the
syllable than to confine an arbitrary class likg/{/d/, /k/}. This ‘preference for simple
rules’ is also shown by Pycha et al. (2003) andeRegmp et al. (2006) for other rulds.
seems likely that this is a domain-general biasiimple, possibly linearly separable
categfory structures (e.g., Shepard et al. 19@iher than a learning bias specific to
grammar and is predicted by most theories of caiegtion (see Nosofsky et al. 1994 for

review), although McKinley and Nosofsky (1995) alékel et al. (2008) point out that

2 Although the results are confounded by the faat tion-adjacent syllables in the experiment are
separated by two segments while non-adjacent segraemseparated by only one.

3 It is doubtful that this classification is innaiice nasals pattern phonologically with fricativether than
stops in a great majority of languages (Mielke 268&7).



exemplar models can capture arbitrarily complergaty boundaries that humans do
not. Another domain-general bias proposed by maltigsearchers on the basis of both
logical and empirical arguments is the Subset iriacthe tendency to come up with the
most specific possible generalization that fitsabserved data rather than the most
general one (Albright and Hayes 2003, Berwick 1I33@&rowska 2008, Dell 1979, Hale
and Reiss 2003, 2008:27-57, Langacker 1987, Mitdl9€17:26-28).

The modularity question has been addressed byyHia@08), Moreton (2008),
Onishi et al. (2002), and Warker et al. (2008). &ton (2008) finds that dependencies
between [voice] features of onsets of adjacenabidls and dependencies between height
features of vowels in adjacent syllables are edsikrarn than dependencies between
vowel height and consonant voicing. Since the hratmi¢earn voice-height relationship
is more phonetically natural and cross-linguisticabmmon (e.g., Canadian Raising)
than voice-voice relationship, Moreton argues teatain dimensions of speech sounds
are predisposed to interact in learning for nore@etual reasons (which he assumes to
be belonging to the same module within the gramnsanilarly, Finley (2008) argues
that height and laxness are predisposed to inteuaite height and backness are not.
Onishi et al. (2002) argue that it is not posstbléearn dependencies between speaker
voice and the assignment of consonants to sylladéions, while it is easy to learn that

the assignment of consonants to syllable positipends on the intervening vowvel.

* The generality of Onishi et al.’s (2002) arguméniguestionable because the dependent measure in
Onishi et al.’s experiment was the speed of repgdtegal’ vs. ‘illegal’ syllables after the speak&he
voice of the original speaker is obviously not preed in the repeated utterance, so it is not dleairit
should be expected to interact with phonotactichenrepeater’s production. Anecdotally, it appehet

one could learn phonotactic constraints that aexifip to particular speakers in perception, efggne
knows an English-speaking child who restricts el the syllable-initial position, one can leam t
compensate for this error but would probably nohegalize the compensation to other speakers.
Experimentally, Eisner & McQueen (2005) find thdfjustments to phonemic category boundaries due to
exposure to a systematically mispronouncing spedéearot generalize to other speakers.



Warker et al. (2008) observe robust learning ofetielencies between whether a certain
consonant is restricted to the onset position erictida position on the identity of some
other segment in the same word but no ability striet a consonant to the onset or coda
only at certain speech rates. Thus Onishi et BDZ2and Warker et al. (2008) argue for a
phonological module that does not contain infororathn speech rate and speaker
identity, making dependencies between indexicalg@rahological information harder to
learn than dependencies within a modulone of the studies address the question of
whether the boundaries between modules are inna@egoired on the basis of prior
experience. For instance, a listener who acquareguage in a bilingual setting where
different speakers are likely to have different pbtactic constraints (or is exposed to
child speech) may find it easier to learn noveletefencies between speaker voice and
phonotactics.

Finally, the issue of the relationship between cetimg generalizations is
addressed by Finley (2008), Guest et al. (200@,Hudson Kam and Newport (2005).
Hudson Kam and Newport (2005) show that, in a paldr artificial grammar learning
paradigm, children induce a grammar in which thetneliable generalization always
wins while adults exposed to the same data engegbability matching. Guest et al.
(2000) have tested the assumption that if learfr@aisout that constraint A outranks
constraint B and constraint B outranks constraitit&€y would infer that constraint A
outranks constraint C, which is inherent to thénaecture of grammar in Optimality
Theory. Finley (2008) shows that certain versioh®gtimality Theory predict the

existence of harmony systems in which vowels thairathe minority within a word take

®It is not clear whether module-merging dependeraiegredicted to be impossible or merely more
difficult than connections within a module.



on the characteristics of vowels that are in thgontgt and demonstrates that learners

tend not to make the predicted generalizations.

1.2. The need for grammar

One very general formal bias that is assumed bijngllistically-oriented work
on artificial grammar learning is that the leargeneralizes over the stimuli presented to
him/her during training rather than simply storadfof the presented stimuli in memory
and generalizing to new stimuli based on their lsinty to the familiar stimuli, as a pure
exemplar-based model would predict (e.g., Goldid@®8, Hintzman 1986, Nosofsky
1988).

The relative importance of rule-like generalizateord retention of the details of
presented stimuli is a long-standing debate imiegrand categorization (e.g., Albright
& Hayes 2003, Brooks 1978, Brooks & Vokey 1991, Baens & van den Bosch 2005,
Denton et al. 2008, Eisner & McQueen 2005, Erick&dfruschke 1998, 2002,
Goldinger 1998, Hintzman 1986, Marcus et al. 19898ker 1999, Pothos 2005, 2007,
Reber 1967, Skousen 1989, 2002). The notion oleavaries somewhat across domains
(see the responses to Pothos, 2005). Pothos (Z&) A2fines a rule as ‘a mental
operation that allows characterization of a stiraldy examining only a part of it’.
Similarly, Marcus et al. (1999) and Pinker (1996jide a rule as an “operation over
variables”. According to this definition, one cayghat a rule-based account is one in
which certain features of the stimulus receive @teof zero for the purposes of
categorization. This is quite different from thedion of a rule in linguistics. In

linguistics, a rule is a mental operation that $fanrms one class of representations into



another class of representations where both classaedassical categories, i.e.,
categories defined using necessary and sufficemditons (e.g., Hale and Reiss
2008:195). Pothos’s (2007) definition is broadethat it appears to treat analogy to
partially specified examples as ‘rule-based’, alffoin practice all analogical models
are partially underspecified, since it is impraatio consider all properties of a stimulus
as having equal potential relevance (Daelemansr&dem Bosch 2005). In the present
thesis, | will adopt the linguistic definition die term “rule” and will use the term
“generalization” for the less specific notion. livaall the set of generalizations
underlying a subject’s behavior in generalizingyéw stimuli his/her grammAr.

There is now an extensive body of data supportotf btorage of fine episodic
details about the presented stimuli and the stoohgeneralizations over stimuli. For
instance, Palmeri et al. (1993) has shown thattitegpepriming for a spoken word is
enhanced if the word is repeated by the same spaakardless of the number of voices
presented in the experiment, suggesting automtatiage of voice information. Eisner &
McQueen (2005) found that the adjustment of phonemaiegory boundaries in
perceptual learning is speaker-specific. Nonetlselepetition priming is not reduced
when the prime and the target differ acousticalhewthe prime contains one allophone
of a certain phoneme while the target containskargDarcy et al. 2008, McLennan et
al. 2003, Sumner & Samuel 2005). Learners can géreran artificial grammar across
lexicons, where lexicons can even come from sepanadalities (Altmann et al. 1995).

One can observe long-term priming between sentgheéfiave no lexical overlap as

® Pothos (2007) opposes rule-based and similarisgdaccounts of AGL to the idea that knowledgerof a
artificial grammar is knowledge of associationsisltunclear why association-based accounts shoald b
opposed to rule-based and similarity-based accpwimse associations can in principle involve both
underspecified and fully specified representatiandjvidual features and feature bundles, as wsll a
classical categories, prototypes or even exempads (Kruschke 1992).



long as they share syntactic structure (Bock 198@pglly, learners exposed to a rule-
plus-exception category structure do not analolgased on the exception, unlike existing
exemplar models (Albright & Hayes 2003, Dentonle2@08, Erickson & Kruschke

1998, 2002). Thus there is a developing consemaisbth exemplars and rule-like
generalizations are necessary (Denton et al. 2D@&son & Kruschke 1998, Nosofsky

& Bergert 2007).

If there were no generalizations, as in a pure gkanbased model, the questions
asked by the present thesis would be meaninglass;tis important to explore whether
learners form generalizations over stimuli theyteaeed on, i.e., whether learners
overgeneralize relative to what an exemplar modelld/predict. When a learner is
exposed to a set of stimuli from which s/he iseflpisked to generalize, s/he may
memorize the set of stimuli or s/he may fail tosdo If the set of stimuli is memorized,
subsequent generalization can be accomplishedpang the stimuli to which s/he is
asked to generalize to the stimuli with whose proge the learner has been familiarized
during training. If this is the mechanism behinsubject’s generalization behavior,
accuracy should be higher with stimuli that haverbpresented during training than with
novel stimuli (unless the novel stimuli are locatémser to the average location of
familiar stimuli in similarity space than familiatimuli), and accuracy should be higher
with novel stimuli the more similar they are to fiiar stimuli belonging to the same

category (Nosofsky 1988).



1.3. Bayesian learning

Where analogical approaches predict that genetalizheyond the training set
occurs only when the learner is tested with stirthdt do not belong to the training state,
an alternative is presented by the Bayesian apbrwagerception and learning (Clayards
et al. 2008, Goldrick and Larson in press, KrusckB@8, Levy 2009, Moreton 2008,
Norris & McQueen 2008, Perfors et al. 2006). A Bagea approach to learning (and
inference more generally) is explicitly concernathwaking into account the types of
biases (or prior probability distributions) thaateers bring to the task. It models the bias
brought to the task by a learner as a probabilgridution over possible hypotheses,
which is a natural formal framework for the typésoft constraints on acquisition found
in investigations of analytic bias.

The second major feature of a Bayesian approalgatoing and inference is that
the output of Bayesian inference is a probabilistribution, called the posterior
distribution, rather than the single most probaddant. The posterior distribution is a
distribution of posterior probabilities. The postemprobability of a hypothesis is defined
as the probability of the hypothesis given the @ad is proportional to the product of
prior probability of the hypothesis and the protigbof the data given the hypothedis.
Calculation of the entire probability distributisinecessary for updating the bias for
future use in a mathematically sound way (Krusc2®@@8, Levy 2009). When the output
of inference is the posterior distribution, thetdlmition can be taken to be the new prior

(or bias) on possible hypotheses. When the ougpaitsingle most probable hypothesis,
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where H stands for ‘hypothesis’, and D standsdata’.



all other hypotheses are implicitly considered dguaprobable given the data, which is
unrealistic.

In the present study, the hypotheses we are dealthgcorrespond to the
identities of possible stimuli that could be presein Traditionally, the output of human
perception is taken to be a single hypothesis athauidentity of the stimulus, thus the
only information provided by perception is the itgnof the most probable stimulus
given the evidence. For instance, Clayards e2@D&: 804), in a paper arguing for an
otherwise Bayesian approach to speech perceptidte, ‘the goal of speech perception
can be characterized as finding the most likelgnded message”. Under a purely
Bayesian approach, the output of perception ibalility distribution over possible
stimuli. Thus, despite reporting having perceiveel single most probable stimulus, the
perceiver assigns other similar stimuli a probapilivhich indicates the degree of belief
in the hypothesis that the stimulus has been ptegd€which is based on the probability
of the data given the hypothesis multiplied byphier probability of the hypothesis).
For instance, a subject presented with /bupi/ negpnt hearing /bupi/ but also
(subconcsiously) consider it possible but lesdyikieat /buki/ has just been presented.
Note that if the learner intends to maximize thebability of being correct, s/he should
always report hearing the stimulus s/he consiadebetthe most probable one (Norris &
McQueen 2008) but should update the probabilitgawth possible hypothesis in
proportion to how likely s/he believes it to be @he sensory data (Kruschke 2008,

Levy 2009).

Under the traditional approach, the only stimulioge probability of future

occurrence is incremented as a result of perceitre most probable stimulus (here



/bupi/). Under the Bayesian approach, the proltgtmhi each possible stimulus is
incremented in proportion to how strongly the pereebelieves it to have been
presented (here, the probability of /bupi/ wouldre@ase more than the probability of
/buki/). If two stimuli are presented together,rthibeir probability of co-occurrence
(denoted by connection strength in network modslg)creased. On the Bayesian
account, the probabilities of co-occurrence ofgibssible stimuli are increased as well
(thus the learner hearing /bupi/ would increasectire@ccurrence probability between /p/
and /i/ and, to a lesser extent, the co-occurrengeability between /k/ and /i/). We shall
see that this feature of Bayesian learning is exttg helpful to account for the present
data.

Some evidence for the incrementing of the estimptetability of occurrence for
stimuli that are similar to the presented stimalthough not necessarily in accordance
with Bayes' rule) is provided by the verbal tramsfiation effect (Bashford et al. 2006,
Warren 1961, 1996). The verbal transformation ¢féecurs when a spoken word is
presented repeatedly to the subject a large nuoflignes. As repetition continues, other
related words begin to be heard in place of thegreed word with increasing frequency.
Warren (1996) hypothesizes a ‘'summation effectt thereases the estimated resting
activation levels (estimated prior likelihoods afcarrence, which can be converted into
prior probabilities by dividing each prior likelibd by the sum of prior likelihoods) of
words that are structurally similar to the presédmterd. Assuming that the increase in
resting activation level is sigmoid (a standardiagstion based on the common

observation of sigmoid learning curves, see Namnid McQueen 2008 for a Bayesian



justification), the words that are similar to thegented word have an opportunity to

catch up as the word is being repeated, as showigure 1.1.

Figure 1.1. Estimated prior likelihood of occurreraf a repeated word and a word that is
similar to it as a function of the number of repetis of the repeated word. The
probabilities are modeled with a sigmoid functionene the probability of the repeated
word is equal to 1/(1+2"(-N)) while the probabilaythe similar word is 1/(1+2"(-

N/10))where N is the number of repetitions.
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If the prior likelihoods of words that are similarthe presented word are
incremented when the word is presented, a few gétiexoretical consequences follow.
First, generalization of associations of a stimutusther similar stimuli can now be seen
as an inevitable feature of perception and shocddioregardless of whether the learner

is ever tested on the similar stimtiGecond, exemplars of training stimuli do not hewve

8 An interesting consequence of this predictiothi similar stimuli are likely to be coactivatedatling to
the strengthening of connections (in a network njaole more generally, an increase in the probtiediof



be stored for generalization to be sensitive talanity to the training stimuli: as long as
the testing stimuli are briefly considered durihg perception of the training stimuli as

candidate percepts, they could acquire the assmtsadf the training stimuli.

1.4. Source-oriented vs. product-oriented generalizatios

Generative rules express source-oriented gendialigaThat is, they act
on a specific input to change it in well-definedysanto an output of a
certain form. Many, if not all, schemas are proewraénted rather than
source-oriented. A product-oriented schema gerzesbver forms of a
specific category, but does not specify how towdethat category from

some other.” (Bybee 2001: 128).

One of the major developments in linguistic theiorthe past twenty years has
been the shift from source-oriented rule-basedaambres to constraint-based approaches
that incorporate product-oriented generalizations r@strict source-oriented
generalizations to relations of identity, calledgmigm uniformity constraints (see Benua
1997, Burzio 2002, Kenstowicz 1996, McCarthy 20@5various formalizations). Thus
rule-based phonology has been replaced as the datrparadigm by Optimality Theory
(Prince and Smolensky 1993/2004, McCarthy 2002 aR®&97), and constraint-based
approaches (LFG: Bresnan 2001; HPSG: Pollard agdl884, Sag and Wasow 1999)

have come to dominate computational syntax. In plogy, the major motivation for the

co-occurrence between them (which provides a thieatgustification for this proposal in Kapatsimsk
2007b).



switch to a constraint-based approach was provigeadle conspiracies (Kisseberth
1970, Prince and Smolensky 1993/2004:1, McCartl)2263-55, 63, 95-101), in which
a number of different input classes are mapped thre@ame output, which is somehow
less marked than the inputs. In a purely rule-baggualoach, the fact that the language
‘likes’ a particular type of an output would be upkained. A constraint saying that some
outputs are preferred over others seemed to b&eeq®ince having both rules and
constraints in the grammar is unparsimonious, plognsts have opted for a purely
constraint-based framework, causing a shift to ality Theory (McCarthy 2002: 53-
55, Hale and Reiss 2008:216-220), although seeidg¥997), Paradis (1989), and
Roca (1997) for arguments in favor of hybrid rupggs-constraints approaches.
However, arguments against constraint-based appesamntinue to be raised (e.qg.,
Bromberger and Halle 1997, Hale and Reiss 2008aR887), based on alternative
views of parsimony as well as the inability of @paility Theory to account for opaque
phonological patterns.

Bybee (2001:126-129) reviews a number of experialesttidies purporting to
show product-oriented generalization. In all extzages (Bybee and Slobin 1982, Bybee
and Moder 1983, Kopcke 1988, Lobben 1991, Wanglaetaving 1994, Albright and
Hayes 2003), the argument is that instead of résethe input-output mappings present
in the lexicon, subjects ‘overuse’ common outputgras deriving them in ways not
attested in the lexicon. Unfortunately, the overcese also be explained by experiment-
internal response priming. This hypothesis is sujgpoloby the response sequence data in

Lobben’s (1991) study on Hausa plurals, which Labbenself notes:



“the plurals [that don’t obey the rules but all enaboCii] are appearing
concentrated and subsequently... and... this is adyplaracteristic of

all other plural patterns’ (Lobben 1991:173),

‘[In this example] the second syllable of the silag is left out in the
plural form, which never happens with real nounshe Surrounding...
plurals, two preceding and seven following... arsytabic [in
accordance with source-oriented rules]. This... gtesian explanation as
to why the plural [in this example], which, if pnecked according to the
rule... , would have four syllables, is made to htwree syllables in a

very unorthodox way’ (Lobben 1991:182)

‘The eight first plurals [the subject produced] asayee plurals, allowing
us to interpret freely the two irregular [i.e., Aarte-obeying] plurals in

this row [of responses]’ (Lobben 1991:202),

‘Because the subjects stick consistently to one o or, more rarely,
three or four plural types, the plurals of whickeof occur in clusters, they
can easily be interpreted as being instantiatidriseosame product-

oriented schema’ (Lobben 1991:208).

While Lobben (1991) and Bybee (2001:126-9) intarfite data as supporting the

theory that speakers use generalizations they @iaolét Hausa plurals, rather than



singular-plural mappings, the data are also cogrsistith response priming. While a
speaker might reuse a plural pattern after usingg times in a row with words s/he
does not know, this does not mean that such pattgay a role outside of the
experimental situation. Other studies purportingliow product-oriented generalization
do not report response sequence data but alsalaweharacteristic that a small number
of patterns is reused in an experiment with a langaber of similar trials (e.g., Wang
and Derwing 1994 report three major past tense igbeing reused).

Stronger evidence for product-oriented generabratis provided by cases of
echolalia, in which a morpheme is not attachedftora if the form sounds like it
already has the morpheme (Menn and McWhinney 1S&mberger 1981, Bybee
2001:128). For instanc#,was thundering and lightningotlIt was thundering and
*lightninging.Here speakers of English appear to be using thergkzation that the
progressive should end in -ing, not that one shadhil—ing to form the progressive. The
stability of the no-change class of English venhd #&s apparent resistance to
overgeneralization is another possible examplaisfghenomenon (Menn and
McWhinney 1981, Stemberger 1984, Bybee 2001:128)vév¥er, phonological factors
and checking of the output after the applicatiothef—ing-adding rule (Pinker 1999:61-
62) are possible alternative explanations. Furtleeemf it is accepted that these
examples involve product-oriented generalizatidns,still not clear whether product-
oriented generalizations can trigger changes tanfng, as predicted by Optimality
Theory (Prince and Smolensky 1993/2004) and UsageébPhonology (Bybee 2001) or
if their influence is restricted to blocking chasgbat would lead to unacceptable

outputs.



Finally, some evidence for product-oriented geneatibn is provided by
artificial grammar learning experiments conductgdhbaine (1987), Braine et al. (1990),
Brooks et al. (1993), Frigo & McDonald (1998), Gemnket al. (2005), Williams (2003),
and Weinert (2009) who find that learners in eittgplicit or implicit learning
paradigms find it difficult to learn and generalz&radigmatic relationships between
affixes in an artificial language (e.g., ‘'some wotdke —is, -a, and —al while others take —
et, -uk, and —of’ in Weinert 2009) unless theransaccompanying phonological cue that
allows learners to distinguish the words taking olass of affixes from words that take
the other class of affixes. Thus, in Weinert (200€grners presented with a novel word
bearing —is are at chance at judging the gramnidyicd a form of the same word
bearing —a (which should be grammatical) or —uki¢tvishould be ungrammatical). The
task becomes much easier when the novel form emding or —uk contains a cue to its
class, e.g., a round vowel, which is associateH thi¢ suffix class {-et;—uk;-of}. The
presence of the cue allows the learner to relyrodyrct-oriented generalizations like
‘back vowels are followed by —uk’ rather than relyisolely on source-oriented
generalizations like auk. However, Williams (2003) shows that arbitrargrad classes
defined solely by paradigmatic mappings betweefixad, implying source-oriented
generalizations, can be learned (albeit only iexglicit learning paradigm and with a
very small lexicon), suggesting that product-omehsupport may be useful but not
necessary. Furthermore, Frigo and McDonald (190&)d that learners exposed to a
language in which there were phonological cuestadgr membership were able to
generate correctly suffixed forms given a paradigrafly related form even for novel

words that did not bear stem-internal phonologicas to gender membership. This



finding suggests that the learners were able taieezgource-oriented mappings between
affixes, although the learning of the mappings eeainly facilitated when the
paradigmatically related affixes were syntagmalycassociated with co-occurring parts
of the stem.

The necessity of supplementing product-orienteceg@izations with paradigm
uniformity constraints is suggested by the existepfarestrictions on the class of inputs
that are productively mapped onto a certain clasaitputs. For instance, if singulars

ending in /k/ correspond to plurals ending i fut singulars ending in /t/ correspond to

plurals ending in /ti/, there is no possible relatweighting of ‘plurals must end in /ti/’

and ‘plurals must end in if’ that will produce the appropriate singular-@umappings.

Rather, one must somehow indicate that a singiat-¥elar is less likely to be
preserved in the plural than a singular-final alaeo

Pierrehumbert (2006) presents a particularly irstémg case of a productive
restriction on the class of inputs mapped ontortateclass of outputs. She shows that
when a native English speaker is presented witbvalrLatinate adjective ending in /k/
and produces a noun ending in —ity from it, agnterponic’ ‘interponicity’, the
adjective-final singular is changed into an /s/ wkalowed by —ity. Pierrehumbert

argues that English speakers must be using a sourrged generalization like ks/_ity

and not a product-oriented one like ‘Latinate nosimsuld end in /8§/’ or ‘Latinate
nouns should not end in i’ for two reasons. First, only adjectives endingk/ are

mapped onto nouns ending intlsand this generalization cannot be handled utieg

feature-specific formulations of paradigm uniforynitsed in Optimality Theory, like



‘keep [velar] features present in the adjectivehemnoun’, because the set of features that
changes when a /k/ is mapped onto /s/ is a supafréedtures that distinguish /t/ from /s/,
yet /t/ is not mapped onto A/This argument does not provide decisive evidegednat
the product-oriented account because the shortgpmiremedied by allowing segment-
specific constraints like ‘a /t/ present in theeadijve is retained in the noun’.
Pierrehumbert’s second argument presents a muchggra@ase against the
hypothesis that the generalizations the subjeetsising are product-oriented.
Pierrehumbert shows that /s/ is not the consomanthost commonly precedes —ity in
English. Rather, /I/ precedes -ity much more comimtran /s/ does. Therefore, a learner
generalizing over nouns would be expected to beltbat —ity should be preceded by /I/
much more often than by /s/. Nonetheless, speaké&tierrehumbert’s experiment never
changed /k/ into /I/ when attaching —ity. Geneiaian over adjective-noun pairs, on the

other hand, would yield the observed pattern obgthg mapped onto /s/ and not /I/

because adjectives ending in /k/ never correspomdiins ending in fi/ but often

correspond to nouns ending intifs

Thus, Pierrehumbert’s data provide evidence faate)g the strong hypothesis
that all generalizations extracted by speakersatimal languages are product-oriented.
However, the factors leading learners to prefers@oriented generalizations over
product-oriented ones or vice versa are uncer@me possibility is that humans have an
innate bias in favor of product-oriented (BeckeF&nleib 2009, Braine 1987, Frigo &
McDonald 1998) or source-oriented (Chomsky & HARE8) generalizations. Another

possibility is that the learner favors the mostatgde generalizations, whether they are

° Actually, Pierrehumbert (2006) never presentedstitiects with adjectives ending in /t/ so at froit
the statement that /t/ does not change into /@rbetfty is a hypothesis rather than a finding.



source-oriented or product-oriented (Hayes & Wil2008). Alternatively, the learner
may attempt to restrict the number of generalizatihat must be remembered for
accurate performance (e.g., Goodman et al. in presslly, the type of generalization
may depend on the learning situation and the pibiisib it affords for noticing
paradigmatically related word pairs.

Artificial grammar learning is perfect for testitige distinction between source-
oriented and product-oriented generalizations assiple influences on the type of
generalizations extracted by the learner. In tlesgmt dissertation, | will provide two
training paradigms, one explicitly designed to fiasource-oriented generalizations and
another designed to favor product-oriented ongéssbwhether the two types of
generalizations emerge automatically even whemnléok is stacked against them.

The distinction between rules and constraints ara@oriented and product-
oriented generalizations, which is prominent inlthguistic debates on the nature of
grammar) is absent from the literature on artifigi@mmar learning (see Pothos 2007 for
a review). Unlike natural language grammars, thiedfistate artificial grammars typically
used in artificial grammar learning experimentandb have different form classes that
correspond to different meaning classes and therelo not have well-defined
paradigmatic mappings between form classes.

Furthermore, unlike the learner of a natural lagguavho needs to create novel
sentences, supply plurals to nouns whose pluralmever encountered, and incorporate
loanwords into his/her language, the learner gpactl ‘artificial grammar’ has no need
to generate a new form based on his/her knowletigeaied forms. Therefore, no input-

output mappings are needed; all that is needednamping between inputs and category



labels, e.g., ‘violation’ or ‘no violation’, whichccording to Hale and Reiss (2008:195) is
the definition of a constraint.

The irrelevance of linguistic rules to typical fdial grammars raises an
interesting issue, which | shall attempt to addreshis dissertation: to what extent does
the architecture of the grammar induced from thta dapend on the learning task? While
the architecture of grammar has been traditioredgumed to be innate, it is quite
possible that it is rather a consequence of thelarayuage is typically acquired and of
independently motivated characteristics of humaguages. This conjecture is supported
by results from the categorization literature, véhgubjects have been shown to
generalize in either a rule-like or an exemplarelasmianner depending on instructions
(Nosofsky et al. 1989%° Thus one aim of the present dissertation is terd@ne if it is
possible to manipulate the architecture of the medugrammar by manipulating the

characteristics of the learning task presenteddmiers in an AGL experiment.

1.5. Judgments and production data as windows on the gramar

It is not clear whether the language user usesdh® set of generalizations in
perception as in production and, even if this es¢hse, whether the competing
generalizations have the same relative weight®th.[Albright and Hayes (2003)
suggest that the same generalizations, weightdteisame way, are active in perception
and production, but argue that the grammatical gdzations are used only in

expanding the lexicon. Stored words, at least dmasfeature grammatical irregularities,

19 see also Erickson and Kruschke (1998), who camjecthat the types of generalizations acquired in
language acquisition might be different from thasquired in an experimental categorization taslabse

of the high dimensionality of linguistic represditas compared to the simple geometric patterna in
typical categorization experiment, which may funéamally change the nature of the learning task.



are retrieved from the lexicon as wholes. Albrightl Hayes (2003) show, following
many previous studies (e.g., Berko 1958), that Bhglast tense patterns are extended to
novel words in a probabilistic manner. Yet, thegua, an adult native English speaker,
almost always produces a particular past tense forma given verb even if the verb is
similar to many other verbs that form the pasteansa different way. Therefore, the
weighted generalizations responsible for probaiulesxtension of past tense patterns to
novel verbs are overridden by lexical informatiarthe case of verbs whose past tense is
known to the speaker.

In their study on the English past tense, Albrigihtl Hayes (2003) found that the
same set of generalizations and the same set ghtsedn competing generalizations
could account for both elicited production data aaturalness rating data, suggesting
that both tasks were performed using the same geainpeculiarity of the
experimental design in Albright and Hayes (2003h&t alternative past tense forms for
a given present tense form were presented in sequgnthat the listener would rate
them relative to each other. On the other handataral conversation, a listener is
unlikely to hear a range of unfamiliar past ter@ns for a particular known present
tense form. In order to understand the past teorse, the listener may need to determine
the present tense form it came from. To deternhiedikelihood that a past tense form
came from the present tense form, s/he may evalateast tense form s/he is presented
with relative to other past tense forms that cdaddgoroduced from the same present tense
form. This evaluation is necessary if the listemedertakes analysis by synthe'is.

However, if the listener does not perform analysisynthesis, s/he need not consider

1 Which could be expressed as a Bayesian computatitste probability of the singular given the plura
based on the prior probability of the singular &mel probability of the plural given the singulaf. (dorris
& McQueen 2008).



alternative past tense forms that have not beesepted. Rather, the listener might
evaluate the goodness of a past-present mappihgutitaking into account other past-
present mappings involving the same present temag, £.9., by implicitly or explicitly
testing how readily past tense forms with the spas tense pattern come to mind (a
form of the availability heuristic, discovered byersky and Kahneman, 1974).
Assuming that past tense forms that are similéinégrobe are more likely to come to
mind than dissimilar past tense forms, the avditgisieuristic would also account for the
similarity effects in acceptability rating found Bybright and Hayes (2003).

Some evidence for this possibility is presentedapatsinski (2007) where
Russian speakers were asked to rate novel Russiamverb mappings, in which the
verb was formed from the noun by attaching ondefRussian stem-extending suffixes
(-1 or—a). Unlike in Albright and Hayes (2003)teanative plurals for a given singular
were not presented adjacently to one another. IKaqsii (2007) found that a verb
bearing a particular stem extension was ratedgidyhlikely to be produced from the
presented singular iff it was similar to existingrvs bearing that stem extension.
Importantly, novel verbs that were similar to manlyer verbs bearing a different
extension were not rated as less acceptable that werbs that were not similar to
existing verbs.

Zuraw (2000) follows Bybee (1985, Hooper 1976adrguing that high-
frequency words are stored in the lexicon andeeéd for production as wholes, thus
agreeing with Albright and Hayes (2003) that thengmar is used to expand the lexicon.
However, she argues that the generalizations wspdrform perceptual tasks may be

different from the generalizations used to expdmedléxicon by producing novel words.



Zuraw (2000) finds that speakers of Tagalog fadpply a morphophonemic process
(prefix-final nasal substitution) in elicited praztion, while the same subjects find forms
that have undergone the process to sound moreah#ttan forms that have not
undergone the process, even though the lattehar®tms they are likely to produce.
Here it seems that the target input-output mapmwigch may be underlain by source-
oriented generalizations, has not been learnedemeligh to be applied in production but
that subjects have formed a product-oriented génatian (Bybee and Slobin 1982)
stating that prefix-final segments should be nad@alduct-oriented generalizations about
the shapes of Russian verbs are also suggestée lofata in Kapatsinski (2007). Thus, a
possible difference between production and judgroégbodness of a perceived
morphophonological mapping, is that judgments apeentikely to be influenced by
product-oriented generalizations compared to elicgroduction and may help detect
acquisition of product-oriented generalizationd Hra not evident in production data.
Another, not necessarily incompatible, hypothesithat a speaker must be more
confident in a generalization’s accuracy to use groduction than to let it influence
his/her grammaticality judgments in perception k¥mpen & Harbusch’s 2005

‘production threshold’).

1.6. Outline of the thesis

The aim of the present thesis is to test whetharateristics of the training task
influence the types of generalizations extractethieylearner. The next chapter
introduces the artificial languages that will bediso address these questions throughout

the thesis. Chapter 3 introduces the paradigmishetpected to favor source-oriented



generalizations and reports experimental resuligesting that, despite the source-
oriented nature of the paradigm, learners extramdyrct-oriented as well as source-
oriented generalizations, with source-oriented gdimations dominating production but
not perception / judgment. Chapter 4 introducestioeuct-oriented paradigm, which
incorporates many features of natural languagailegrthat the source-oriented
paradigm lacks, and reports experimental resutisvsty product-oriented generalization
in both perception and production. Chapter 5 exasthe processes of affixation and
velar palatalization in a natural language, Russiamonstrating that the account of
morphophonology developed in the preceding chajpdsmsworks for natural languages
and is able to explain an otherwise puzzling phestwn of language change: the loss of
productivity by exceptionless morphophonologicatgmalizations. Chapter 6 concludes

the thesis.



CHAPTER?2

THE LANGUAGES

In this chapter, | introduce the artificial langedagpes that were presented to
subjects in the experiments reported in ChaptetsaBd describe how the comparison
between these languages can shed light on the tygeneralizations that are acquired
by a learner who is exposed to a lexicon in a paldr learning situation.

As discussed in Chapter 1, one major componeriteohtchitecture of grammar
consists of the types of generalizations that fdrengrammar. These generalizations can
describe typical linguistic structures, militateaatst atypical or unattested structures and
define probable, possible, and impossible mappegaeen structures. If a
generalization is made over paradigmatically reldtems like singulars and plurals, and
thus defines a mapping between two forms that shareame base, the generalization is
said to be ‘source-oriented’ (Bybee & Slobin, 19B2bee & Moder, 1983; Bybee 2001.:
126-129). One example of a source-oriented gerzetaln is “a singular ending in [K]

corresponds to a plural ending ini[lt If the generalization is made over forms that

belong to the same cell of the paradigm, e.g. abiarms, and identifies common or
unexpectedly uncommon properties of forms thatrmgeto this paradigm cell, then the
generalization is said to be ‘product-oriented’bBg (2001:126) points out that
‘Generative rules express source-oriented genataldiz That is, they act on a specific
input to change it in well-defined ways into anmutof a certain form” and hypothesizes
that “Many, if not all, schemas are product-oriehtather than source-oriented.” A major

goal of the present thesis is to provide a wayntpidgcally distinguish between product-



oriented and source-oriented generalizations amietdify characteristics of the learning
situation that may favor one type of generalizatear another. In this section, | describe
a set of four artificial languages that featureghaecess of velar palatalization, whereby

velars ([k] and [g]) become alveopalatals](find [d ] respectively) when followed by

the front vowel [i], and show that differences lire fproductivity of velar palatalization
across these languages can be used to determinleawttee learners presented with the
languages are extracting product-oriented or searemted generalizations.

First, let us consider the artificial languagesvehidn Table 2.1. Both languages
feature two plural suffixes, -i and —a. In all fdanguages, velar stops obligatorily
become alveopalatals in front of the plural sufixIn all four languages the

{k;g} {t ;d }i singular-plural mapping is supported by the samenber of word types

as well as word tokens. The languages differ in béten -i attaches to non-velar-final

singulars, which happens thrice as often in Languags in Language I.

Table 2.1. Two of the four languages used to testifference between source-oriented
and product-oriented generalizations. The variablesd N show the numbers of word
pairs exemplifying a particular rule in each of thar languages. M and N can be

unequal, and are greater than zero.

Language | Language Il
{kigt {t:.d} M
{t.d;p;b}  {t:d;p;b}i N 3N
{td;p;b}  {td;p:bla 3N N




Throughout this thesis, | will define the produdinof velar palatalization before
—i for a particular speaker as the number of wgpes$ in the speaker’s output in which a

singular ending in [K] or [g] corresponds to a pluending in [ti] or [d i] divided by the

number of word types in which a singular endingkinor [g] corresponds to a plural

ending in [i], preceded by either a velar or areapalatal, stated mathematically in (1).

Q) Productivity of velar palatalization =gN.q iy/ (Ng i:d ij+ Nigi))

Whether the productivity of —i with non-velar-finsihgulars influences the
productivity of velar palatalization depends on kiels of generalizations that are
extracted by the learner. First, let us considerrthes that generated the data to which
the learner is exposed, shown in the left colummaifle 2.1. To recover these
generalizations, the learner may search for the gerseral source-oriented
generalizations over singular-plural mappings t@et be extracted while minimizing the
amount of competition between the extracted geizet@ns® In the extracted grammar,

the rule that triggers velar palatalization, {k;g} {t ;d }i, is supported by the same

number of examples in both languages and doesomapete with any other rule. Thus, if
the learner extracts these generalizations, theugstvity of velar palatalization is
expected to be independent of the productivityiafith non-velar-final singulars, hence
the productivity of velar palatalization in Langealgs predicted to be identical to the

productivity of velar palatalization in Language |l

2| am assuming that the subjects consider thefsgtnsonants and vowels presented during the
experiment to be the full set of segments presetite artificial language.



Alternatively, the learner may not be as concemuitd minimizing the
competition between rules, extracting the geneatbn C Ci or, less formally, ‘just
add —i'. One computational model that predictsakiaction of this generalization is the
Minimal Generalization Learner (Albright & Haye€)@3). This generalization competes

against the palatalizing generalization {k;g}{t ;d }i for velar-final singulars and is

much more reliable in Language Il than in Languagdéus, palatalization is predicted to
be less productive in Language Il than in Langueayed the more a given subject
attaches —i to non-velar-final singulars, the nsjre is expected to attach —i to velar-
final singulars without changing the preceding vaiéo an alveopalatal.

The simplest product-oriented model is one in whighpossible generalizations
have the form ‘products must have X’ (Bybee 200hus, in the case of our two

artificial languages, the relevant palatalizingesolas would have the form ‘plurals end in

{t ;d }i (in context X)'. This palatalizing schema hagtsame type frequency in

Language | and Language Il. However, this doesroessarily mean that the
productivity of velar palatalization is the samehe two languages. Suppose that the

learner attempts to simultaneously satisfy ‘pluralsst end in —{t,d }i’ and ‘plurals

must end in —Ci". The support for the second gdizatson is greater in Language Il than
in Language I, thus it will be satisfied more oft@ihe support for the first generalization
is the same across the two languages, thus it Wwiukhtisfied equally often. Thus the
proportion of times a plural ending in —i and dedv¥rom a singular ending in [K] or [g]
features velar palatalization is expected to beslow Language Il than in Language |

due to differences in the number of {k;g}i plurgisoduced.



The same prediction is made if the learner extremtslitional product-oriented

generalizations of the form ‘if the plural ends-nthe preceding consonant must be

{t ;d } (in context X)’ (Aslin et al., 1998). The relidliy of this generalization (given as

the number of plurals that end in;ft }i divided by the number of plurals that end in —i)

differs between the two languages. Since the dematmi is much greater in Language |l
than in Language |, palatalization is correctlydacted to fail more often in Language I
than in Language |.

The opposite prediction is made by negative precduented generalizations,
which militate against unattested sequences, assutimat such generalizations are
strengthened whenever the learner expects to heagquence but does not in fact hear it.
Suppose that the learner develops a preferencestdiil, which increases whenever a
learner expects to but does not in fact hear jl,ofgl/ plurals are more common in
Language Il than in Language | while /kV/ pluratsd occur in either language, thus the
learner generalizing over plurals would expect fildo hear /ki/ more often in
Language Il than in Language I. Thus velar palzéion is predicted to be more
productive in Language Il than in Language I.

Thus, the comparison between Language | and Lamrgligifs positive product-
oriented generalizations and competing weighteglsrabainst negative product-oriented
generalizations and non-competing rules.

The comparison between languages | and Il on tkeéhand and languages IIl and
IV on the other hand allows us to distinguish bemvproduct-oriented and source-

oriented generalizations. As shown in Table 2.2 difference between languages I-lI



and languages llI-1V is that languages llI-1V havaumber of additional singular-plural

pairs in which a singular ends in {d } and the plural ends in {{d }i.

Table 2.2. The four languages used to test theréifice between source-oriented and

product-oriented generalizations. The variabledNViand K show the numbers of word

pairs exemplifying a particular rule in each of thar languages. M, N, and K can be

unequal, and are greater than zero.

Language || Language |l Language |ll Language
{kig} {t.d}i M
{t.d;p;b}  {t;d;p;b}i N 3N N 3N
{t.d;p;b} {t;d;p;b}a 3N N 3N N
{tid} {t.d} K

\Y,

The product-oriented accounts and the source-@destcount crucially differ in

the treatment of singular-plural mappings in whicé singular ends in {fd } and the

plural ends in {t;d }i, which are found only in languages Ill and IVnWer the product-

oriented account, these mappings exemplify thet@lsdang generalizations ‘plurals must

end in —{t;d }i’ or ‘if the plural ends in —i, the preceding ceonant must be {{d }'.

Thus, their addition to the training set should@ase the productivity of velar

palatalization in languages Il and IV relativelamguages | and Il respectively. Under

the source-oriented account, these singular-ppa@ings exemplify the rule CCi,

which militates against velar palatalization. Thilrgir addition should reduce the



productivity of velar palatalization in languagésaind IV relative to languages | and II.
In the rest of the thesis, we test these predistiora training paradigm expected to favor
source-oriented generalizations (Chapter 3) andl itha@ more natural training paradigm
expected to favor product-oriented generalizat{@tsapter 4).

To summarize, the shape of the grammar is detedmimpart by the types of
generalizations the grammar includes. Three oflthreensions on which generalizations
differ are 1) whether they are source-orientedrodpct-oriented, 2) whether they are
positive, defining typical structures, or negatinglitating against underobserved
structures, and 3) how general they are. In thegmtethesis, | situate generalizations
extracted by learners in an artificial grammarmgag paradigm along these three
dimensions and examine whether the shape of timergaa depends on the learning
situation by manipulating the training paradignfamor of source-oriented
generalizations (Chapter 3) or product-orientedegaizations (Chapter 4). In each case,
elicited production data is supplemented by likedith rating data to examine whether
generalizations are weighted equally in productind perception.

Table 2.4 summarizes the predictions of the alter@aiews on the types of
generalizations included in the grammar that ankefaextracts from the lexicon s/he
experiences. As discussed above, product-oriergrdrglizations predict that examples

in which a singular ending in Jtor [d ] corresponds to a plural ending iniJior [d ]
favor the conversion of singulars ending in [K[@lrinto plurals ending in [{] or [d i]

while source-oriented generalizations predict thposite as long as the palatalizing rule

competes with a more general rule that simply adldgth no changes to the stem.



Table 2.4. Rankings of languages I-1V from the tred favors velar palatalization the

most (1) to the one that favors velar palatalizatiee least according to the various views

of grammar.
Language | Language Il Language lll Language
Source-oriented:
Minimal competition] 1 1 1 1
Reliability-weighted 1 2 2 3
Product-oriented:
Positive 2 3 1 2
Negative 3 2 2 1

\%



CHAPTER3

GENERALIZATIONS IN A SOURCEORIENTED PARADIGM

This chapter describes two experiments in whiclvadnglish speakers were
presented with the four artificial languages ddxamtiin Chapter 2 in a training paradigm
that can be expected to favor source-oriented gémnations (first introduced by Bybee
& Newman, 1995). In this paradigm, learners areosrd to singular-plural pairs, which
they repeat aloud during training. Exposure to @petition of singular-plural pairs is
expected to favor generalizations over singulargdlpairs, i.e., source-oriented
generalizations.

The learners are tested by either being presentadvgingular and asked to form
the plural or being presented with a singular-plpear and asked to rate (on a scale from
‘impossible’ to ‘very likely’) how likely they thik it is that the presented plural form is
the right plural for the presented singular. The tasks differ in that one task involves
perception while the other involves production, anthat the production task requires
competition between alternative plural forms, while perception task does not. For
instance, given a singular ending in [t], a leamey rate both a plural ending in [ti] and
a plural ending in [ta] as very likely but only ookthe plurals would be produced in the
production task. Thus comparison between the takstallows us to assess the
combined impact of modality and the decision ruidlee types of grammatical
generalizations used in perception and producti@hthe relative weighting of

competing generalizations in the two modalities.



The main aim of the present chapter is to exantiadypes of generalizations that
emerge in a clearly source-oriented training pamadilf, despite training favoring
source-oriented generalizations, the learners mguoduct-oriented generalizations,
then strong evidence for a bias in favor of extracproduct-oriented generalizations is
obtained. On the other hand, if the induced gramssource-oriented, this result could
be due to either the nature of the learning sibuadir a prior bias in favor of source-
oriented grammars. The interpretation of this tesoluld be clarified in Chapter 4,

where a product-oriented paradigm is used for itngin

3.1. The paradigm

This section describes the experimental paradiged usthe experiments
reported in the present chapter. We begin withsgrigion of the training and testing
tasks, followed by the exact procedures used, erigéien of how the training and testing

stimuli were generated, and the human participahtstook part in the experiments.

3.1.1. Tasks

The experiment consisted of a training stage, @itex production test, and a
likelihood rating test. During the training stageparticipant would be presented with a
series of trials, each of which began with the @néstion of a picture of a novel object on
the computer screen. Three hundred millisecones, lite name of the novel object in
one of the four artificial languages was preseiatgditorily over headphones. Once the
sound finished playing, the picture was removedrapthced with a picture of two (in

Experiment 1) or more (in Experiment Il) objectstbé same type. The picture of



multiple objects was accompanied by the auditoegentation of the plural form of the
previously presented noun. Once the sound filslied playing, the participant repeated
the singular-plural pair and clicked a mouse buttboontinue to the next singular-plural
pair. The training task is shown schematically iguife 3.1. Instructions for the training

task are shown in Appendix 1.

Figure 3.1. The training task used in Experimerasd II.

Video:

Audio: [bo K] [bo ti]

Learner Watch Watch & Watch | Watch & listen Repeat

action: listen aloud, then
click

Duration: | 300 ms 500-900 ms| 500 ms 300 ms 500-900 ms 0-10s

The training stage was followed by the elicitedduction test, which was exactly
like training except instead of hearing the pldicaim and repeating the singular-plural
pair, the learner had to generate the plural andqance it aloud. The learner was not
required to repeat the singular during the tesé fAsk is shown schematically in Figure

3.2. Instructions for the elicited production task shown in Appendix 1.



Figure 3.2. The elicited production test.

Video:

Audio: [vik]

Learner Watch Watch & Say the plural aloud, then click
action: listen

Duration: | 300 mg 500-900 ms| 500 ms 0-10s

The elicited production test was followed by thengtask. In the rating task, the
subject was presented with a singular-plural pais/ae would be during training and had
to answer “How likely is this plural to be the rigtiural for this singular?” on a scale
from 1="impossible” to 5="very likely”. The scaleas displayed on the screen, and the
learner responded by clicking a numbered rectanglethe mouse. The task is presented

schematically in Figure 3.3. Instructions and #ugng scale are shown in Appendix 1.



Figure 3.3. The ratings task.

Video:

Audio: [fruk] [fruki]

Learner Watch Watch & Watch | Watch & listen Repeat

action: listen aloud, then
click

Duration: | 300 ms 500-900 ms| 500 ms 300 ms 500-900 ms 0-10s

3.1.2. Stimuli

A given learner was exposed to one of the fourdaggs shown in Table 3.1. All
four languages had 30 singular-plural pairs illaistlg velar palatalization. Languages |
and Il had no singulars ending in an alveopalathlle languages IIl and IV had 20
singular-plural pairs featuring such a singularalli?0 cases, the singular corresponded

to a plural ending in {td }i. In Language | ad Language lll, -i attached niypsb velar-

final singulars, while in Language 1l and Langudget frequently attached to singulars
ending in a non-velar. In total, learners exposeldanguage | or Language 1l were
presented with 62 singular-plural types. Learngmosed to Language Il or Language
IV were presented with 82 singular-plural typeseThll set of stimuli is shown in

Appendix 2. Each type was presented twice duriaigitig. The large number of



different word types that are presented to subj@uatsthe low token/type ratio is
expected to result in generalization across wondslack of memorization of individual
wordforms. This feature of the present trainingadaym is distinct from the product-
oriented paradigm that is presented in Chaptehérevsubjects are presented with a

relatively small number of frequently occurring wsrthat they are asked to memorize.

Table 3.1. The four languages presented to leamdtsperiments |-

The training stimuli (shown in Appendix 2) were dg®d in the following

Language || Language |l Language |ll Language IV
{kig} {t;d}i 30
{t.d;p;b}  {t;d;p;b} 8 24 8 24
{t.d;p;b}  {t;d;p;b}a 24 8 24 8
{t;d}y {td} 20

manner. First, a number of phonotactically legaglisth CV, CCV, and sCCV sequences

were chosen. Second, each CV or CCV was combingdaNipossible singular-final

codas and the second syllables of plural forms fiteefour artificial languages. For

instance, one English CCV used was [stravhich yielded [strok]-[stro t i], [stro g]-

[stro d i], [stro t]-[stro ti], [stro t]-[stro ta], [stro p]-[stro pi], [stro p]-[stro pa],

[stro t ]-[stro t i] and [stro d ]-[stro d i]. The word pairs featuring velar palatalization

were shared across languages. The examples gf;fi}d; {t;d;p;b}a or

{t;d;p;b} {t;d;p;b}i shared singulars, and differed only lmetvowel marking the plural.



The singular forms of the plurals that were notretidetween the four languages were
minimal pairs of singulars ending in a velar. Thghhsimilarity between words ending in
different consonants is intended to discourage miiadton of individual wordforms and
encourage abstraction, again in contrast to thdymteoriented paradigm introduced in
the following chapter. The high similarity betweeslar-final and non-velar-final
singulars is designed to increase competition batvike extracted palatalizing and non-
palatalizing generalizations.

The auditory stimuli used for elicited productioens divided evenly into stimuli
presented during training and stimuli that werepresented during training. The novel
stimuli used CV, CCV and sCCV sequences that wet@ised for training. There were

30 test stimuli ending in [k] or [g], 10 test stithending in [t] or [d ], and 8 stimuli

ending in [p], [b], [t], and [d] each. Half of tteéimuli ending in each stop consonant
were novel, while the other half had been presedtenhg training. All stimuli ending in
alveopalatal affricates were novel. No differenioesveen novel and previously
presented stimuli were found, thus novel and preshippresented stimuli will be
grouped together in the analyses presented thramghe chapter.

There were 72 singular-plural pairs used in thimgatask. None of the stimuli
had been presented to subjects during trainindj@teel production. For each singular
form, there was a plural form ending in the samesooant as the singular followed by
[i], a form ending in the same consonant as thguar followed by [a], a form ending in

[t i], and a form ending in [&]. Pilot data (the first 18 subjects of Experimintho did

not participate in the rating task) showed thatdkfinal singulars were never mapped

onto plurals ending in {td }V in elicited production, while this sometimes oced for



alveolar-final singulars. Thus, subjects may coasldbial-alveopalatal mappings to be
particularly bad, which could lead to all other meygs being rated as relatively good.
Therefore, differences between these relativelydgonappings would be difficult to
detect if labial-alveopalatal mappings were inctliidEherefore, only alveolar-final,
velar-final and alveopalatal-final singulars wamneluded in the rating task. There were
six singulars ending in consonants of each ofhiheet remaining places of articulation.

The singulars featured minimal triplets differinglpin the place of articulation of the

final consonant, e.g., [wg], [w d], and [w d ], or [kw K], [kw t], and [kwt ]. Each

triplet had a distinct body that was not presemli@ding training or elicited production
and members of a triplet shared the voicing offited consonant. There were six such
triplets, resulting in a total of 18 singulars, lea¢ which had four alternative plurals
(shown in Appendix 2).

The singular-plural pairs were presented in randoaer, which is different from
a previous study of naturalness rating of Engliast pense forms (Albright & Hayes,
2003) where alternative inflected forms for a carstem were presented one after the
other. It was felt that presenting alternative aldorms for the same singular next to
each other would encourage competition betweealtbenative plurals. Such
competition does not necessarily occur when anestevaluates the grammaticality or
naturalness of a form s/he hears (as argued int&iagki 2007 for rating novel Russian

verbs bearing alternative stem extensions).



The auditory stimuli were recorded by me in a soprabf booth onto a
computer® The stimuli were sampled at 44.1 kHz and levetedave the same mean
amplitude. They were presented to the learnersahdortable listening level of 63 dB.

The visual stimuli differed across the two expemtsaeported in the present
chapter. Experiment I, which compared Languageltoguage 1l used a set of pictures
of geometric shapes and patterns created by thexiengnter. Experiment I, which
compared all four languages shown in Table 3.1ufed a set of made-up creature
pictures retrieved from the website sporepedia.c@hich are exemplified in Figures
3.1-3.3. In addition, Experiment | paired plurairfes with a picture of two shapes, while
Experiment Il paired plural forms with a pictureratiltiple (5-8) creatures. All pictures

were presented in .png format on a black background

3.1.3. Procedures

Learners were tested one a time. The learner vedsdse a sound-proof booth.
The audio stimuli were delivered via headphoneslenthe learner’s speech was
recorded onto a digital audio tape using a headmeolumicrophone. The experimenter
was seated outside the booth and was able toleautlio presented to the learner as
well as the learner’s productions. The learner weable to see the experimenter. The
subject’s productions were scored by the experigramtline, as the learner was

producing them. The stimuli were presented andgatrecorded using PsyScript

% While | am not a native speaker of English, | hiived in the US for 10 years (since | was 14) hade
studied English in Russia since | was 5. | alsadea vowels for which | do not have a native-like
pronunciation (e.qg., [[). The artificial languages presented to subjaetee based loosely on Russian (my
native language), which features velar palatalirgtand are to be compared to Russian in chapter 5,
believe the Russian-influenced pronunciations aténappropriate. They may also make learners more
aware that they are not listening to English amtilice first-language interference. Despite somewbat
native pronunciations, repetition accuracy was Vvegy during training (97%).



experiment presentation software on Mac OS9.2.0rtler of presentation of the stimuli

was randomized separately for each learner.

3.1.4. Participants

Two separate experiments were conducted usingtlmrees-oriented paradigm. In
the first experiment, 17 participants were expdsedanguage | while 17 other
participants were exposed to Language Il. In tloese experiment, 44 participants were
exposed to the four languages in Table 3.1. Eaditipant was exposed to only one
language. Language | and Language IV were presénted participants each, while
Language Il and Language IIl were presented todtfigipants each. All of the
participants reported being native English speakgtsno history of speech, language,
or hearing impairments. None reported being fluerat foreign language. All of the
participants were recruited from introductory psyldgy classes and received a small
amount of course credit for participation. Partaifs were assigned to languages

randomly.

3.2. Results I: Errors in perception and memory

Overall, the training stimuli were perceived andaated with a high degree of
accuracy. The mean error rate across the two erpats was 3%. If a subject made
errors in the place of articulation of a cruciahsonant on more than 5% of the training
trials, s/he was excluded from the experiment. padicipants were excluded from

Experiment | on the basis of this criterion.



During training, the subject is asked to repeatsthgular-plural pairs s/he is
hearing. An interesting type of error that occurirethis task is that the subject would
change the final consonant of the singular to lkesdme as the consonant that preceded

the plural suffix. Thus, for instance, a subjeqi@sed to [frok]-[fro t i] might repeat
the pair of words as [frd ]-[fro t i], thus making the stem of the singular identical

the stem of the plural. When questioned after cetimyj the experiment, the subjects
were not aware of making errors of this type, deshie fact that this type of error was
the most common error type made during the traifimgrestingly, the opposite error
pattern, in which the plural stem would become faahto the singular stem (as in

[fro K]-[fro t i] becoming [fro k]-[fro ki]), was very uncommon. The result is shown in

Figure 3.4. The differences between the frequerafidise two error patterns is highly
statistically significant (38 vs. 3%(1)=28.9, p<.0001).

This result suggests that the learners have aalg@isst stem changes, which are
eliminated in perception or in short-term memomyrtkermore, the plural form is more
salient than the singular form. The plural fornmsre likely to be recalled correctly and
to influence the other form in the paradigm. linportant to note that the plural is the
‘product’ while the singular is the source in thegent study, thus its greater salience
relative to the singular form suggests that germsatbn over products may be easier than
generalization over sources. While the plural f@ahe source in the present task, hence
the finding may well be a recency effect, the padiso follows the source in the
normal timecourse of production and in naturalmaiag, thus the present result should

be taken into account in interpreting productiod aaturalness judgment behavior.



Figure 3.4. The learners are more likely to chahgesingular to be identical to the stem

of the plural than they are to change the plurdittine singular during training.

Number of errors

| mmm

T k> ki

k = tfi repeated as
The result in Figure 3.4 indicates that charadiesgor sublexical chunks) of the
plural form can persist and spread to influencestingce form. Potentially, the persisting
chunks and patterns can also influence other ptddums that are produced in close
temporal proximity, generating a type of responseipg, which could account for
apparently product-oriented behavior in previousited production studies. Bybee
(2001) reviews a number of studies purporting twsproduct-oriented generalization in
an elicited production task (Bybee and Slobin 1#2ee and Moder 1983, Kdpcke
1988, Lobben 1991, Wang and Derwing 1994, Albreyid Hayes 2003). In all cases, the
argument is that instead of respecting the inptraiumappings present in the lexicon,
subjects ‘overuse’ common output patterns deridivegn in ways not attested in the
lexicon. As discussed in Chapter 1, the overuseatsmbe explained by experiment-
internal response priming, which is supported l&yrfssponse sequence data in Lobben’s

(1991) study on Hausa plurals and is also condistih the data in Figure 3.4.



A more positive way to view this result is thatstipersistence of chunks and
patterns found in product forms may be the mechatist leads to the emergence of
product-oriented generalizations. As long as tkisigtence can be shown to be long-
lasting, it can potentially lead to the continualise of the same product-oriented patterns
regardless of the shape of the source.

One caveat is that deriving the singular from thegb is easier than deriving the
plural from the singular in languages | and Il hesmthe plural form can have either —i
or —a but the form of the singular is certain givlea plural. Albright (2005, 2008)
proposes that speakers acquiring morphologicaldigres choose the source form to be
the one that allows for the most reliable rulebédormulated. Thus, he would predict
the plural to be the chosen source form in Langsidged Il. However, this appears to
be highly unlikely in the present paradigm wherkjscts are asked to repeat singular-

plural pairs, and the plural always follows thegsilar. In Languages Il and IV, the

shape of the singular is not predictable from thuegb because a plural ending iniJtcan

correspond to a singular ending in either [K] of. [kt is impossible to determine if

Languages IIl and IV differ from Languages | anavith respect to this effect because of

the low error rate.

3.3. Results II: Types of generalizations extractettom the input

We now turn to the results of elicited productiowd dikelihood rating. First, we
examine the types of generalizations that are ebedafrom the input in the present
training paradigm using the data from elicited prctebn, followed by likelihood rating

data.



3.3.1. Elicited production
3.3.1.1. Experiment I: Language | vs. Language Il

In the first experiment, learners were exposeckeittn Language I, in which the
suffix —i attaches mostly to the segments it pélega (velars), or Language I, in which
the suffix —i is also likely to attach to non-vefaral singulars. In the lexicon of
Language | presented to learners, labial-final@mdolar-final singulars take —i 75% of
the time, while they only take —i 25% of the timmeLianguage II. Figure 3.5 shows that
the learners were able to match the proportiorisariraining data, attaching —i to labials
and alveolars 30% of the time in Language | and 67#%e time in Language |l
(t(28)=4.4,p<.001). Thus the training was successful in makingrore productive with

non-velar-final singulars in Language Il than imgaage I.

Figure 3.5. The learners successfully matched tblegbility with which —i and -a attach

to labial-final and alveolar-final singulars (25%vs. 75% -a in the input).
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More interestingly, Figure 3.6 shows that partiafzeexposed to Language |, the
language predicted to favor velar palatalizatiorvioyue of disfavoring the use of —i with
non-velar-final singulars, palatalized the velafobe -i 67% of the time, while
participants exposed to Language Il palatalized/glar before —i only 38% of the time
(t(28)=2.316 p<.05)?° This result is consistent with reliability-weigdteompetition

between the palatalizing rule {k;g}{t ;d }i and the more general consonant-retaining

rule C Ci. Itis also consistent with positive productesried generalizations, ‘plurals

must end in -{t;d }i’ and ‘plurals must end in -i’, or ‘if the plurands in —i, the

preceding consonant must be;ét }.

The result in Figure 3.6 is inconsistent with emarven learning of negative
product-oriented generalizations like ‘plurals cainend in [ki]’, assuming that a
negative product-oriented generalization is strieagéd in proportion to the difference
between observed probability of a product andxiseeted probability. Since there are
more plurals ending in [i] in Language |l than iariguage |, [ki] is expected to occur
more often in Language Il than in Language |. Tfeee its absence should be more
salient in Language Il than in Language |. If tio@straint against [ki] is strengthened
every time it is expected but not observed, thisst@int should be stronger in Language
Il. Therefore, velar palatalization should be mpreductive in Language Il but the exact

opposite pattern is observed.

% Four subjects were excluded from this analysisibse they attached —i to a velar-final singulaority
five words or fewer, making the estimate of velalapalization rate unreliable.



Figure 3.6. Learners exposed to Language 2 ardikedgto palatalize the velar before —

i than learners exposed to Language 1.
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Not all learners who are exposed to a particulaguage actually acquire the
same grammar. There is variability in how muchwegigeneralization is weighted by an
individual. Reliability-weighted rules and positipeoduct-oriented generalizations claim
that the rate at which a given individual chandesvelar into an alveopalatal when s/he
attaches —i to it should be predictable from hotemthe individual attaches —i (as
opposed to —a) to non-velars. Namely, the moreymtge —i is with non-velars, the
more likely velars should be retained before -guiFé 3.7 shows that this prediction is
borne out by the data. There is a strong and sogmif negative correlation (r(28)=-.68,
p<.001) between how much a subject uses —i withvearfinal inputs and how likely
s/he is to palatalize a velar before —i. Interggyinwhen the Rate of —i use with non-
velars and Language (I vs. Il) are entered intdBICOVA as predictors of the rate of

velar palatalization, only the rate of —i use witim-velars remains significant



(F(1,27)=14.23, p<.001, for rate of —i use with natars; F(1,27)=.082, p>.5 for
Language). Thus, the variable that is predicteactmunt for the productivity of velar
palatalization by reliability-weighted rules andsfitve product-oriented generalizations
in fact accounts for all of the variance in thedarativity of velar palatalization that is

attributable to the artificial language to whiclearner is exposed.

Figure 3.7. Subjects for whom —i is productive withuts that cannot undergo velar
palatalization are the subjects for whom velar gadileation is unproductive. Curves show

the 95% confidence region for the regression line.
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3.3.1.2. Experiment II: Languages I-I1V

In the second experiment, participants were exptsede of four languages:
Language |, Language I, Language lll, or Langudgdn Language | and Language llI,
-i tends not to attach to labial-final and alvediaal singulars, while in Language Il and

Language IV it attaches to such singulars ofteguife 3.8 shows that the subjects



exposed to Languages Il and IV attached -i to darglending in a labial or a coronal

more than did subjects exposed to Language | oglage 1.

Figure 3.8. The learners successfully learned-thinds not to attach to labial-final and
alveolar-final singulars in Languages | and [l 2% the input) but underestimated the

use of —i with alveolar-final and labial-final sigrs in Languages Il and IV (75% in the

input).
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Like in Experiment I, there is a significant negatcorrelation between the rate
of velar palatalization and the probability of attang —i to coronals and palatals (r=.56,

p<.001, shown in Figure 3.9).



Figure 3.9. Subjects for whom —i is productive withuts that cannot undergo velar
palatalization are the subjects for whom velar adilzation is unproductive. The y-axis

indicates the proportion that examples of {k;gft ;d }i mappings form out of all

examples of {k;g} Ci mappings produced by a learner. Curves sho\@58é

confidence region for the regression line.
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The negative correlation shown in Figure 3.9 carelitavo possible causes: 1)
learners who often attach —i to labials and alusadi not produce velar-alveopalatal
mappings as often as learners who rarely attati labials and alveolars, or 2) learners
who often attach —i to labials and alveolars ase &kely to often attach —i to velars
without changing the velar. Both positive produdented generalizations and weighted
rules predict that the correlation should haveldttter cause: the generalization whose
reliability is responsible for differences in thete of velar palatalization is the rule Ci

under the source-oriented account and ‘plurals mdtin —i’ under the product-oriented



account. Figures 3.10-3.11 shows that this is iddie case: the correlation between the
probability of attaching —i to {p;b;t;d} and attaaly —i to velars without changing the
velar is extremely strong (r=.81, p<.001) while toerelation between the probability of

attaching —i to {p;b;t;d} labials and mapping vedamto {t ;d }i is weak and

insignificant (r=.34, n.s.; as can be seen in tfa@ly, the 95% confidence region for the

regression line includes flat lines).

Figure 3.10. The rate of attaching —i to non-velafisiences the rate of velar
palatalization by influencing how often —i is attad to the velar without changing the

velar. Curves show the 95% confidence region ferrdgression line.
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Figure 3.11. The rate of attaching —i to non-vethyaes not influences how often —i is
attached to the velar changing the velar to anoplakatal as much. The y-axis indicates

the proportion that examples of {k;gKt ;d }i mappings form out of all examples of

{k;g} CV mappings produced by a learner. Curves shoW5Be confidence region for

the regression line.
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In Language | and Language I, there are no exasmpleshich —i attaches to a
singular ending in an alveopalatal, while Langudgend Language 1V feature 20
examples of this type. However, subjects exposemhydanguage tended to attach —i to
singulars ending in an alveopalatal with approxehaequal high probability (.74 for
Language I, .72 for Language Il, .8 for Languagyedihd .78 for Language V), an effect
that is discussed in greater detail in the nexi@@cNonetheless, Figures 3.12-3.13 show

that the addition of {td } examples reduced the rate of velar palatalizatiWhen the

presence of {td } {t ;d }i examples and the probability of attaching —elweolars



and labials are entered into an ANCOVA on ranksh laoe significant (F(1,41) = 29.14,
p<.00001 for rate of attaching to alveolars andalabF(1,41) = 7.8, p=.008, for presence

of {t ;d } {t ;d }i examples). Thus velar palatalization rate isueetl if —i often

attaches to non-velars, which may be labials amdnads (Languages 2 and 4 vs.

Languages 1 and 2) or alveopalatals (Languagesd 3 as. Languages 1 and 2).

Figure 3.12. Rate of velar palatalization acrossftiur languages: 1 >2=3>4
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Figure 3.13. The addition of 20 singular-pluralrpaxemplifying {t;d }  {t ;d }i

reduces the productivity of velar palatalization.
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To summarize, the addition of examples in whicingwdar ending in an

alveopalatal corresponds to a plural ending ird{ti reduces the probability that a
velar-final singular will give rise to a plural end in {t ;d }i in production. This result

directly contradicts the hypothesis that the leeg@ee extracting product-oriented
generalizations, where the generalization resptagib velar palatalization is ‘plurals

must end in {t;d }i". The examples whose addition reduces the praiditg of velar

palatalization in the present paradigm exemplify pnoduct-oriented generalization that



is supposed to favor velar palatalization. By castirthe results are expected under the
hypothesis that the learners are using sourcetedayeneralizations. The examples in
which an alveopalatal is mapped onto an alveopdlatawed by —i are examples of the
rule ‘just add —i’ (C Ci), which disfavors velar palatalization. Thuse firesent training

paradigm gives rise to the use of source-oriengeklizations in production.

3.3.1.3. An apparently product-oriented effect

Figure 3.14 shows how often the learners exposédrnguage | or Language Il in either
Experiment | or Experiment Il attach —i to singslanding in labials, alveolars,
alveopalatals, and velars. It is interesting teertbat in both Language | and Language Il
singulars ending in an alveopalatal take —i, degpi¢ fact that the learners are not
exposed to any singulars ending in an alveopatiatahg training. Furthermore, singulars
ending in a velar are less likely to take —i themgslars ending in an alveopalatal in
Language I, despite the fact that learners aresegtm no examples in which a singular
ending in an alveopalatal takes —i but are pregenttn 30 examples in which a singular
ending in a velar takes —i (and no examples in vhisingular ending in a velar takes —
a). Thus, we are faced with a puzzle: why do thenlers infer that alveopalatal-final

singulars take —i and fail to attach —i to velas©#en as the input data would suggest?



Figure 3.14. The probability of choosing —i overasathe plural marker depending on the languagétch a subject is exposed and

the place of articulation of the final consonanthed singular.
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One generalization that would predict that a siagehding in {t;d } should
correspond with a plural ending in {d }i is the product-oriented generalization ‘plurals
must end in {t;d }i’. This generalization has equal support in th® tanguages and
would therefore predict that a plural ending indt}i is a likely output even in

Language I. Importantly, this is the same geneatibn that is held responsible for velar
palatalization on the product-oriented account.réfoge, the more reliable this
generalization is for a particular learner, the en@ihe should palatalize velars and the
more s/he should add —i to alveopalatals. Therethege is predicted to be a positive

correlation between how often a learner produgdsiral ending in {t;d }i in response

to a singular ending in a velar and how often @maes learner produces a plural ending in

{t ;d }iin response to a singular ending in an alveoahladowever, this correlation is

not reliably observed in the data (Experiment28)(= -.03, n.s.; Experiment II: r(20)=.3,
n.s.). Instead, as shown in Figures 3.15-3.16 tbkeghbility of attaching —i to an
alveopalatal is strongly correlated with the praliigtof attaching —i to a velar regardless
of whether the velar changes into an alveopalate¢e-i is attached (Experiment |
r(32)=.61, p<.001; Experiment II: r(20)=.70, p<.QO0Rinally, there is no significant
correlation between the probability of attachinge-alveopalatal-final singulars and
attaching —i to labial-final singulars when the lpability of attaching —i to velar-final

singulars is partialed out (Experiment I: r(31)3,.8.s., Experiment II: r(19)=-.05, n.s.).



Figure 3.15. The probability of attaching —i toaweopalatal-final singular correlates
with the probability of attaching —i to a velardinsingular, regardless of whether the

velar is changed into an alveopalatal. The datdrane Experiment 1.
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Figure 3.16. The probability of attaching —i toaweopalatal-final singular correlates
with the probability of attaching —i to a velardinsingular, regardless of whether the
velar is changed into an alveopalatal. The datdrane Experiment Il (all points are

shown, including points from subjects Exposed todieage Il or Language V).
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Thus, if a subject is likely to attach —i to velaséhe is also likely to attach —i to
alveopalatals. Alveopalatal-final singulars appedse categorized into the same
category as velar-final singulars. Thus the gereabn responsible for the high rate of

attachment of —i is neither ‘plurals must end indt}i’ nor ‘plurals must end in —i'.

Rather, the relevant generalization defines a @assurce or product forms that take —i.

In a source-oriented grammar, this would be the fflil  i/{t ;d ;k;g}__’, which may
be followed in production by the rule {k;g}{t ;d }/_i. In a product-oriented grammar,

the facts could be accounted for with the cond@l@athema ‘if the last consonant of the



plural is {k;g;t ;d }, the plural ends in -i". Under either account trucial point is that

the learner does not infer the most specific gdizateon possible (contra the Subset
Principle for phonology, e.g., Berwick 1986, Dedigll, Hale & Reiss 2003, 2008,
Langacker 1987). Under the product-oriented accdhatlearner notices that
alveopalatals are followed by —i in the plural @ygsheralizes that velars would as well.
Under the source-oriented account, s/he noticds/éiars take —i and generalizes that so
would alveopalatals.

To summarize, alveopalatals take —i regardleskefanguage to which the
subjects are exposed because alveopalatals and aetagrouped into the same category.
These data do not provide exclusive support fodpctoriented generalizations and are
compatible with a source-oriented grammar. The detgancompatible with the Subset
Principle. Whether the grouping of alveopalatats ithe same category as velars is due
to prior similarity between velars and alveopakitalthe minds of English speakers or to
the fact that velars and alveopalatals are allopbam the artificial languages used in the
present experiment remains a matter for futurearebe

The underuse of —i with velar-final singulars candbtributed to a bias against
stem changes. Attaching —i to a velar requiresthgect to face a choice between
changing the stem or producing a form ending ihdki[gi], which s/he knows to be
suboptimal. Therefore, attaching —a may be thessafgion. On the other hand,
attaching —i to an alveopalatal does not requeessthanges and is thus preferred over

attaching —a.



3.3.1.4. A model of source-oriented generalization

The participants in the present experiment seelnate extracted a set of source-
oriented generalizations that can be capturedropdel that would induce rules from a
lexicon and would weight the rules depending on hawch statistical support the
lexicon provides for each rule. One such modéiésMinimal Generalization Learner
developed by Albright & Hayes (2002, 2003). The elatarts with a set of

morphologically related word pairs as in (1).

(2) mot  mota

mok moka
drug drudi
krug krudi

For each word pair, the model creates a word-specilie as in (2).

(2) [] a/mot_
[ a/mok_

g di/dru_

g dilkru_

Then, rules that involve the same change are cadbi@ontexts in which the
same change, e.g., [Ji, happens are compared by matching segmentsngtditim the

location of the change. If segments match, theyeteened in the specification of the



context for the change and the pair of segmenteduaway from the change is
compared. When this comparison process reachestrest pair of segments that do not
match, the phonological features they share araeetd and retained in the specification
of the context. Segments that are further away fiteerlocation of the change than the
closest pair of non-matching segments are not coednd are replaced by a free
variable in the specification of context.

For instance, the rules in (3) are combined in&orthe in (4). Since the change
involves the end of the stem, comparison starts fitee end. The last segments in the
context are both /u/, so they are retained andepiieg segments are compared. Since the
preceding segments are both /r/, they are retasedell and comparison proceeds to the
preceding segment. These segments do not matchdyuare the closest pair of
segments to the change that doesn’t match, so déteéhing features are retained in the

rule.

3) g di/dru_
g di/kru_

4) g d i/[+cons;-cont;-son;-Labial]ru_

The resulting more general rules are then comparedch other and even more
general rules derived if the same change occuraitiple contexts, eventually resulting
in quite general rules, such as [IJC_. However, all rules are retained in the gramma
Instead of removing non-maximally-general rulesrfrime grammar, the RBL weights

each rule by its reliability. Reliability is defideas the number of words to which the rule



applies divided by the total number of words toethit could apply. For instance, the
reliability of the rule in (4) is the number of vasr of the form in (5) that are derived
from words with the shape in (6) divided by theatatumber of words with the shape in

(6) in the lexicon.

(5) [+cons;-cont;-son;-Labial]rud

(6) [+cons;-cont;-son;-Labial]rug

A reliable rule is more likely to apply to a nowebrd than a less reliable rule. For
instance, if the rule in (7) is more reliable thha rule in (8), and these are the only rules

that can apply to the singular [dig], the pluramere likely to be /didi/ than /diga/.

(7) Vg Vvdi

(8) Vg Vga

After being applied to the two artificial languagesed in both experiments that
were presented to the human participants in theepteexperiments, the model extracted
the expected generalizations and assigned thenelibbilities shown in Table 3.2. As
expected, the reliability of ‘just add —i’ ([ ]i/Cj.cong_) is higher in Language Il than in
Language |. Therefore, the rate of velar palatabrabefore —i is correctly predicted to
be lower in Language Il than in Language | and lowwd_anguage IV than in Language
[Il under this source-oriented model. In additigns important to note that this

difference in palatalization rates comes about bgea learner exposed to Language Il is



expected to attach —i to velars without changirggudlar more often than a learner who
is exposed to Language I, not because a learnessesdo Language 1l is expected to
change velars into alveopalatals less often tHaaraer exposed to Language Il hence

the results in Figures 3.10-3.11.

Table 3.2. The generalizations extracted by theitsh Generalization Learner from the

first two languages presented to human participantse present study.

Language || Language ||
kK tilv_
0.85
g diNv_
[1 /Crcon_ 0.18 0.57
[1 a/Gcong_ 0.57 0.18

In the language with which the subjects are preskna is never attached to a
velar-final singular. However, it is attached teedar around 45% of the time in the
output of participants exposed to Language |, &r@%26 of the time in the output of
participants exposed to Language Il. This appateatrepancy between training data and
the learned system is predicted by the model, agthat a rate that is lower than the rate
observed in the data (the predicted rate is 37%doguage | but only 10% for Language
II). The difference between observed and prediciges appears to be explainable by the
bias against stem changes observed during traitfitige subject chooses to attach —i,
s/he is faced with the choice of changing the stehch is difficult, or leaving it

unchanged, resulting in a suboptimal product, heinoeay be avoided in favor of —a.



It should be noted that the probability of applyagule in this model is taken to
be the ratio of its reliability to the sum of rddiaties of all applicable rules. This is not
the only possible choice rule, nor the choice tihé&d maximizes the probability of
matching the input (Hudson Kam & Newport 2005, o0& McQueen 2008).
Alternatively, the learner who has extracted tHegun Table 3.2 and weighted them as
shown could always apply the most reliable appleable. In that alternative model, the
rate of velar palatalization would be predictedhéoidentical across the two languages
because the most reliable rule that can applyea-final singular is the palatalizing
rule in both languages. Therefore, for the soumented model to predict a difference
between Language | and Language Il (or between wagey Il and Language 1V), the
choice between competing rules must be stochastiature.

The Minimal Generalization Learner predicts noaléince between Languages |
and Il on the one hand, and Languages IIl and I¥herother. The reason for this null
prediction is minimal generalization. The additmfiithese examples leads to the
development of a specific rule that attaches -alveopalatals and no other final
segments. However, as we have seen in Sectioal8ehpalatals and velars are
classified into a single category by the subjetthe present study. From the perspective
of the Minimal Generalization Learner, the subjextergeneralize from velars to
alveopalatals and from alveopalatals to velans. dnly when alveopalatals and velars are
coded as being identical that the observed diffexdretween Languages | and Il on the
one hand and Languages lll and IV on the otheradyrced.

An alternative to considering velars and alveopéddatientical is presented by the

emerging framework of Bayesian learning (see KrkecR008, for a review). The



Minimal Generalization Learner assumes that thewtutf word recognition is a single
word, about whose identity the learner is cert@hnus the learner compares across pairs
of words that are perceived perfectly. In this feavork, it is not clear why the learner
should overgeneralize, rather than coming up wighrtarrowest generalization possible
(in fact, narrowest possible generalizations haveortant theoretical advantages with
regard to language learnability, see Berwick 1¥86| 1981, Hale & Reiss 2003, 2008).
In a Bayesian framework, however, the output oE@gtion is a distribution of
probabilities across possible percepts. Thus, cenermot be completely certain that the
presented word was, for instance [bupi] and nokijoeven if one reports hearing [buki].
In order to report what one has just heard, onds\eemake a decision and choose one
possible percept. It is reasonable to assumehbgidrceiver reports the percept s/he
considers to be the most probable given the evi&land his/her prior expectations (e.qg.,
Norris & McQueen 2008). However, other percepts maly differ in probability from
the most probable percept by a little. Traditioaapbroaches to learning assume that the
only percept whose probability level is incremerasdh result of perception and the only
percept that is associated with other stimuli ogogrin the environment at the same time
is the most probable percept, the percept reptngdtie learner. Bayesian learning
assumes that the probabilities (and thus possdugability values) of less probable
percepts are incremented as well and that thesgtebable percepts can be associated

with stimuli that are perceived at the same tfthe.

It is important to note that the probability oethypothesis given the data is equal to the priobability
of the hypothesis (i.e., the prior bias for or agathe hypothesis) multiplied by the probabilifytiee data
given the hypothesis. For the probability of th@dihesis given the data to be above zero, it isssry
for the probability of the data given the hypotlsdsi be above zero, no matter how strong the higesvior
of the hypothesis is. Therefore, for the learndvdtieve that the probability of [ki] given the imang data
to be above zero, s’lhe must believe that the pilityadf hearing some of the acoustic signals pnésé
during training given that the intended productieas [ki] is above zero.



Thus, a learner who hears [bupi] and briefly coasdbuki] as a possible lexical
match for the acoustic stimulus s/he is hearing mesement the goodness of [buki] as a
result of this experience despite not having stiie it as the most probable percept.
Since [VpV] and [VbV] are acoustically similar t¥kV] and [VgV] respectively, it is
expected that the learner will generalize from imgpexamples of [Vpa] and [Vba] or
[Vpi] and [Vbi], and consider the never presentédads ending in [ki] and [ka] to be
partially acceptable, as we have observed. Onttier dand, [Vpa] and [Vpi] are
relatively dissimilar, which means that [Vpi] woutdt be considered a probable
stimulus when [Vpa] is presented and vice versaisThs we observed, the learner
should be able to match the probabilities of —i aadfter labials and coronals relatively
easily but matching the distribution of —i and -€aoas consonants with different place
values should be relatively difficult. This is cestent with the apparent overuse of —a
with velar-final singulars.

Finally, we have noted that the stem of the singglaometimes made to fit the
stem of the plural during training. It is likelyaththese overt errors are just the tip of the
iceberg and that subconsciously the learner is\afté completely certain of having

perceived, e.g., [buk]-[bul and not [but]-[but i]. That is, while hearing [buk]-[buif,
the learner allocates some probability mass to [§btt i], increasing the estimated
goodness of [bu}-[but i]. In this way, alveopalatal-final singulars magdome

associated with —i as a result of presentatioretdrvfinal singulars that correspond to

plurals ending in an alveopalatal followed by -n e other hand, hearing [blsfbut i]
should not improve the goodness of [buk]-[ljuts much because the singular stem is

unlikely to dissimilate from the plural and worahdil [K] and [t] are not acoustically



similar (although they do appear to be categorztalthe same category by the

learners). In fact, hearing [bi{{but i] should prime the pair, making it a stronger
competitor. When [buk]-[bui] is subsequently presented, it would then recail@wver
probability relative to [bui-[but i] than if [but ]-[but i] had not been presented. Thus,
presentation of [buk]-[buf] would lead to a smaller increment in its accépity if

[but ]-[but i] has been recently experienced.

This hypothesis provides a possible explanatiortferdifference between
Languages | and Il and Languages lll and IV as a®llor the apparent grouping of
velars and alveopalatals into a single categorylddthe Bayesian approach, the
generalization from one segment to another happenisecause the segments are
perceived to be identical but because they ardaimmough for the ‘borrowing’ segment
to be a plausible alternative to the ‘lender’ seghat a time when the borrowed property

and the lender segment are perceived.

3.3.2. Plural likelihood rating

We now turn to the results of the rating taskhiis task the subjects were
presented with a singular-plural pair and askedv'hikely is this plural to be the right
plural for this singular?” The subject rated theslihood on a five-point scale ranging
from “impossible” (1) to “very likely” (5).

Figure 3.17 shows mean ratings given to the varsingular-plural mappings by
subjects exposed to one of the four possible lagegial he error bars show 95%
confidence intervals. Thus if the error bars on t@tumns do not overlap, we can be

confident with p<.05 that the mean ratings showhaycolumns are different.



Figure 3.17 indicates that in Languages |, Ill, &idhe subjects judged velar
palatalization to be significantly more likely thalveolar palatalization (in Language I

the numerical trend is in the same direction).llleaguages, {td } {k;g}a was

judged to be less acceptable than {k;dk;g}a, and in Language Il and Language IV

{t ;d } {k;g} was judged to be less acceptable than {k;dk;g}i. These findings

indicate that subjects did not judge the plurairfewith no reference to the singular.
Rather the subjects appear to be aware at leéis¢ ddct that singulars ending in a velar
are not as likely to retain the consonant in thegllas singulars ending in an alveolar or
an alveopalatal.

In Language Il and Language 1V, plurals endingtid}j are rated higher than
plurals ending in {t;d}a. The reverse if true foalguage Il and Language IV. This
finding mirrors the effect in elicited productiondreflects the statistics of the training
data. In addition, in agreement with the findingttlearners in all conditions tend to

attach —i to alveopalatals, learners exposed tdaarguage rate {td } {t ;d }
mappings higher than {d }a mappings. Plurals ending in {t! }i that are derived from
alveolars or velars are also rated higher tharafgending in {t;d }a that are derived

from the same source. Finally, in Language Il andduage IV forms featuring velar
palatalization are rated higher than forms featutire attachment of —a to a velar-final

singular.



Figure 3.17. Mean ratings of singular-plural maggiacross the four languages. The

mappings are (from left to right): {d } {k;g}a, {t ;d } {k;g}h,{t ;d} {t ;d }a,

{t;d} {t:d}i{kgt {t.dl}a kgt {t;d}i {kg} {kgla {kg} {kigh
{td} {t :d}a, {t;d} {t ;d }, {t;d} {td}a, {t;d} {t;d}i. The error bars show 95%

confidence intervals.
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Figure 3.18 shows the major significant differebeéwveen subjects exposed to

different languages. The addition of;ft } {t ;d }i examples to training, which

distinguished languages 3 and 4 from languages 2 amgnificantly decreased

likelihood judgments for {t;d} {t;d}i mappings relative to {t;d} {t ;d }i mappings



(p=.01 according to the Wilcoxon test). The inceesmsthe number of {t;d} {t;d}i
examples, which distinguished languages 2 andm famguages 1 and 3 increased

likelihood judgments for {t;d} {t;d}i mappings relative to {t;d} {t ;d }i mappings

(p=.02 according to the Wilcoxon test). Thus, exl®pf alveolar palatalization are
most acceptable relative to retaining the alveioldne plural in perception in Language
3, followed by Language 2 and Language 4, followgd.anguage 1. This is the exact
opposite ranking from the one observed for veldatphzation in production and
strongly suggests the use of product-oriented gdimations. While it is tempting to
conclude that there is a difference between praeciuend perception, with perception
being more product-oriented than production, tliere fact a non-significant trend for

alveolar palatalization to be favored by the additof examples of t t iin production

as well (p=.11), thus it is also possible thatehisra difference between the effect of

examples of t t i on velar and alveolar palatalizati6h.

2 |n fact, as we shall see, the effect on alveoddatplization reaches significance if the data flwosth
training paradigms are pooled, thus this is theentiGely explanation.



Figure 3.18. Mean standardized likelihood judgnfentmappings {t;d} {t;d}i minus

mean standardized likelihood judgment for {t;d}t ;d }i mappings across the four

languages.
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Table 3.3 shows correlations between standardeg@tgs of plural forms that
simply attach —i to a velar, plural forms that diéspvelar palatalization, plural forms that
show attachment of —i to an alveopalatal, and pforans featuring attachment of —i to
an alveolar, with or without palatalization. Albsiificant correlations are positive. Since
the ratings were standardized (converted to Z sdoyesubtracting the subject’'s mean
from each score and dividing the difference by thatject’'s standard deviation), this
result is not due to differences in means or stahdaviations across subjects. Unlike in
elicited production, favoring the attachment ofe-alveolars does not correlate with

disfavoring velar palatalization relative to simplyaching —i to a velar. Rather subjects



tend to favor or disfavor all (legal) plurals englim —i (although plurals ending in —i do
appear to be subdivided into plurals ending irog $bvllowed by —i and plurals ending in

{t ;d }). This finding suggests that input-output mapgsrdiffering in palatalization do

not compete with each other in perception/ratinghash as they do in production.

Table 3.3. The correlations between ratings ofudargplural mappings featuring the

suffix —i.
{t.d} {td} [{kig} {t:dl}if{tzd} {t:d}i|{t;d} {t;d}

{kig} {kghi R 32 .00 -.16 17
p 04 98 31 28

td} {tdii R 35 01 12
p 02 95 64

kgt {t.d} R 3 45
p 05 .002

{td} {td} R 29
p 05

Tables 3.4-3.6 show all correlations between Iik@dd ratings of individual
input-output mappings that may be expected to coenfdne tables show that negative
correlations between ratings of singular-plural piag types tend to occur when the
mappings do not share the plural suffix. Tableshéws that acceptability of plurals

ending in —{k;g}a positively correlates with accapility of plurals ending in —{td }a



and the acceptability of plurals ending in —{k;gprrelates positively with the

acceptability of plurals ending in —{tl }i. However, if a subject considers —i likely, s/he

tends to consider —a less likely.

Table 3.4. Correlations between likelihood ratin§$t;d} X mappings.

{td} {tdy ({td} {t:d}a|{t;d} {t:d}i

(td} {tdla R -.48 .02 -6
p .009 9 .00001

(td} {tdi R -.54 01
p .0002 .95

(td} {t;d}a R 19
P 23




Table 3.5. Correlations between likelihood rating$k;g} X mappings.

kgt {kgh [{kg} {t:d}a|{kg} {t;d}i

kgt {kigla R -.15 .30 -.55

p .35 .04 .00004

kgt {kigi R -.29 .005

p .06 .98

{kig} {td}a R -4

p .0071

Table 3.6. Correlations between likelihood ratiog$t ;d } X mappings.
{tid} {t;d}i|{t;d} {kgla|{t:d} {kgh

{t.d} {tid}a R -.44 A1 -.55
p .003 49 .0001
{t; d} {t;d} R -.59 -.03
p .00004 .82
{t .d} {kigla R .2
Y 19

Figure 3.19 shows a hierarchical clustering sofubased on the similarities in
the subjects’ reactions to the various singularadlmappings. In this graph, the higher

the horizontal connection between two singulargdlanrappings, the more similarly they



were treated by the subjects. The left clustehatap level contains mappings that are
legal in all four languages plus the {k;g}k;g}i mapping, which violates velar
palatalization and tends to be accepted by subjeutsaccept {t;d} {t;d}i mappings.
This is consistent with the results of elicitedgwotion where the subjects who attached
—i to nonvelars were the subjects who were likelyiblate velar palatalization.

Interestingly, the mappings that carry out veldafadization ({k;g} {t ;d }i) are

grouped together with mappings that result in #imaes product without changing the

consonant ({td } {t ;d }).

Figure 3.19. A hierarchical clustering analysisha possible singular-plural mappings

based on the subjects’ ratings of the mappingitikeids
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To summarize the results, subjects exposed to lsirglural mappings during

training extract both source-oriented and produigtrted generalizations. Thus, despite

# The clustering solution is based on the coordinaagix of the output of principal components asiy
with centering and scaling that used subjects m&$ions. Clustering was done using manhattanndista
since subjects are independent non-interacting miioas, and average clustering method; Ward
clustering, Mcquitty clustering, and complete chuistg yield the same solution.



the source-oriented training, the subjects useymtedriented generalizations to evaluate
the acceptability of a plural given a singular argeption. In the perceptual task of
likelihood judgment, the likelihood that a giverugl is the right plural for a given
singular is evaluated by not only 1) examining eetthe singular was likely to be
mapped onto this plural, resulting in restricti@mssingulars that can be mapped onto a
certain plural, but also 2) judging the shape efgtural as typical or atypical in the

language. Thus, the addition of —i to singularsimgdh {t ;d }i increases likelihood
ratings of all plurals ending in {d }i regardless of the shape of the singular they are

derived from. In production, there is a trend tog addition of examples of

{t ;d} {t ;d }itoincrease likelihood ratings of {t;d} {t ;d }i mappings but the
likelihood ratings of {k;g} {t ;d }i are significantly decreased. Thus there is some

evidence that learners rely on source-orientedrgéinations in production more than

they do in perception / likelihood rating.

3.4. Conclusion

In the experiments reported in this chapter, p@drts were presented with one
of four artificial languages in a learning situatithat was expected to favor source-
oriented generalizations: the participants werasgmeed with singular plural pairs, and
the number of words was so high that individualaldorms were not learned (no
differences in accuracy between forms presentedgltraining and forms not presented
during training were found). The participants wkrnend to extract source-oriented
generalizations that competed with each other agr@ weighted by the evidence that

supported them in the lexicon. The choice betwherektracted generalizations was



shown to be stochastic in nature, with the pardictp obeying the competing
generalizations in proportion to their reliabildy type frequency values. Finally,
participants were shown not to obey the SubsetPiain that they did not extract the
most specific generalizations possible. This betravas shown to be explainable if the
output of perception is not a single percept btitaaa distribution of probabilities across
possible percepts, with the acceptability of edcthe possible percepts being
incremented in proportion to the estimated proligiiihat the percept has been
presented.

In perception, the subjects were found to pay nattention to the shape of the
plural than to the shape of the singular. In tragnithe subjects were much more likely to
make the stem of the singular be identical to teensf the plural than to make the stem
of the plural fit the stem of the singular. In ragihow likely a certain plural was to be the
right plural for a given singular, the listeneraated the typicality of the shape of the
plural for the language they were exposed to. Anegase in plural form typicality
outweighed an equivalent decrease in the typicafithe singular-plural mapping for the
purposes of likelihood rating but not for produatid would like to argue that perception
is inherently more product-oriented than productiarperception, the listener need not
recreate the unfamiliar perceived form from somephologically related base, applying
the source-oriented generalizations s/he wouldaigeoduce the novel form. Rather,
s/he needs only to activate morphologically reldteths in the lexicon. It is tempting to
speculate that the product-oriented nature of péi@e might lead to the evolution of an
originally source-oriented system into a produgéiaed one, since violations of source-

oriented generalizations are likely to be acceptethe listener as long as they obey



product-oriented generalizations. Thus, over timastrictions on the types of inputs that
are mapped onto an output may be relaxed, whichdroake product-oriented
generalizations even stronger relative to sourgented generalizations.

In the following chapter, | turn to a product-otied paradigm in which
participants are presented with a small numbeowwh$ occurring one at a time where
each form is presented a large number of timegemeémbered by subjects. In the final
chapter preceding the general conclusion, velatal#ation in a natural language,

Russian is considered.

%9 To pursue this idea further, it would be intemsgtio conduct an iterated learning experiment @taét
al. 2007, Kirby et al. 2008) where the singularrplumappings produced by Generatipmvould be filtered
by eliminating the forms rated as relatively unmakand given to Generatigfor learning, with the
process iterated as needed.



APPENDIX 1. INSTRUCTIONS FOR THE SOURGBRIENTED PARADIGM

Instructions for the training



Instructions for elicited production

Instructions for naturalness rating



Display during the rating task



APPENDIX2: LIST OF STIMULI

Stimuli presented for training had the shape C(BJy(€ C(C)(C)VC{i;a}.
There was a limited set of bodies, from which thiédtimuli were formed. The table
below shows the bodies and the singular-pluralrengairs that the bodies could carry in

the four languages (‘ALL’ means that the singullral pair was featured by all

languages).
C(C)(C)V k ti t i t ta t ti
g di d di d da d di
p pi p pa
b bi b ba
skro ALL L1, L3 L2, L4 L3, L4
stro ALL L2, L4 L1, L3 L3, L4
dr ALL L1, L3 L2, L4 L3, L4
P ALL L3, L4
fl ALL L2, L4 L1, L3 L3, L4
fr ALL L2, L4 L1, L3 L3, L4
spri ALL L2, L4 L1, L3 L3, L4
kee ALL L3, L4
bu ALL L2, L4 L1, L3 L3, L4
d ALL L3, L4
de ALL L2, L4 L1, L3
sto ALL
dree ALL
kru ALL
stre ALL L2, L4 L1, L3




Testing stimuli that did not appear during training

kig | t/p/b/d |t /d
dr +
bli +
m +
spra +
speae +
wa +
sn +
plo +
dee +
gle +
dro +
bl +
m +
spru +
spi +
sa +
w +
pli +
fr +
gl +




Rating stimuli

k ki g Qi
k ka g ga
k ti g di
k ta g da
t i d di
t ta d da
t ot d di
t ta d da
t ki d agi
t ka d ga
t ti d di
t ta d da

dee +

fru +

kw +

lu +

sle +

wee +




APPENDIX3. FEATURES USED FOR TRAINING THE MODEL

voice cont lax

lab pal dors

son

Segment



CHAPTER4

GENERALIZATION IN A PRODUCT-ORIENTED PARADIGM

Experiments I-1l presented in the previous chapsare employed a training
paradigm that has several features that distingufsbm natural language acquisition
that may be expected to favor source-oriented gdimations: 1) the learners are
presented with singular-plural pairs, 2) the leesrage told that they will be tested on
plural formation, and 3) each word is presented twice, hence the learners are
unlikely to memorize the words. All of these feasifavor source-oriented
generalizations.

In natural language acquisition, 1) most pluraésraemorized and can be
retrieved from memory as wholes (Albright and Hag663, Bybee 1985, 2001, Bybee
and Moder 1983, Bybee and Slobin 1982, Dabrowsks& 2dalle 1973, Hay 2003,
Hooper 1976a, Zuraw 2000), 2) learners are exptusgulividual wordforms in
sentences, rather than singular-plural pairs, arads3nall number of words are
experienced often (Zipf 1935). These features makemeal languages favor product-
oriented generalizations through making individpiaral forms more prominent and
relationships between singulars and plurals lelssngdcf. Morgan et al. 1989 for
transformational rules in syntax).

This chapter replicates the experiments reportédarpreceding chapter using a
paradigm that is closer to a natural language iegrsituation. In the remaining
experiments, learners were trained by 1) presemiuigidual wordforms (singular or

plural) in sentences, 2) asking subjects to leardg; without telling them that they will



be tested on plural formation, 3) presenting easctdwnultiple times so that individual
plural forms are remembered, and 4) testing lexknalwledge prior to testing plural
formation.

If these modifications lead to a switch from the o$ source-oriented
generalizations in production to the use of productnted ones, then we can say that
characteristics of the learning situation thattgpécal for natural language acquisition
favor the extraction of a product-oriented gramifnam lexical data. If the modifications
have no effect, and subjects still extract souriented generalizations, then further
support for source-oriented grammar models sudklagght and Hayes (2003) is

provided.

4.1. The paradigm

The present paradigm is based loosely on the garadeveloped by Peperkamp
et al. (2006). In their study, subjects were expdseshort phrases paired with pictures.
The first word in the phrase was one of two nowedniners, which the subjects are
told mean ‘two’ and ‘three’. The second word wasoan. The subjects were asked to
memorize the nouns. The test consisted of two stdgehe first stage, subjects were
presented with pictures of nouns they were tramednd asked to supply the name. The
second stage was an elicited production test ofdin@e type as in our Experiments I-11.
For the purposes of the present study, this pamagigs modified in two ways. First, the
training-recall sequence was repeated twice scstifgects were certain they were being
tested on recalling the nouns by the time of ti@tetl production test. Second, the

elcited production task was followed by the likeldd rating task.



4.1.1. Tasks

As in the previous experiments, each singular-plo@aa was matched with a
picture pair. However, pairings of singular nountghwebjects and pairings of plural
nouns with objects appeared in random order. Téiméx was asked to learn the names
for the objects. The learner repeated the nounddlmy were presented with. If the noun
appeared in a sentential frame, only the noun rteexbe repeated. The training task is

shown schematically in Figure 4.1. Instructions@mesented in Appendix 1.

Figure 4.1. The training task

Video:

Audio: [bo ti]

Learner Watch | Watch & listen

action:

Duration: | 600 mg 500-900 ms 500 ms

After going through the training set once, theheas were tested on recalling the
object names by being presented with an objectset af identical objects and asked for

the corresponding noun form. They were instructeprbduce the right form of the noun



(whether singular or plural). The instructions sihewn in Appendix 1. The task is shown

schematically in Figure 4.2.

Figure 4.2. The recall task.

Video:

Audio:

Learner Say the right form of the noun, then cligk

action:

Duration: 0-10 s 500 ms

The training-recall sequence was repeated twicdtamfollowed by the same

generalization and rating tasks used in the preveogeriments.

4.1.2. Stimuli

The tricky part of conducting the present experimgwuleciding on the number of
nouns to be used and the number of times often maawh should be presented so that
some nouns are learned and there is generalizatioovel nouns and even nouns with
new final segments. Peperkamp et al. (2006) usetw@s, each of which was presented

either 8 or 16 times during training but they do peesent any data on whether the nouns



were learned correctRf.However, the number of different words needed for
generalization has been recently addressed incatifjrammar by Gerken (2006),
Gerken and Bollt (2008), Needham et al. (2005) "@@ind Bhatt (2005), and Xu and
Tenenbaum (2007), all of whom suggest that at lsase different types are needed to
generalization to new types with both sound (AABABA syllable patterns, Gerken
2006, heavy syllables, Gerken and Bollt 2008), @inigct (Needham et al. 2005, Quinn
and Bhatt 2005, Xu and Tenenbaum 2007) categaeesdlso Bybee (2001:121-124),
Bybee and Pardo (1981) for natural language dakerefore, | decided that at least three
different words exemplifying each of the to-be-te=d generalizations are needed,
although, given the preference for the suffix theter triggers stem changes (-a)
demonstrated by the subjects in Experiments ldbrisidered it unnecessary to present
many different examples of the suffix —a. The reésgllanguages are shown in Table 4.1.

The individual stimuli are shown in Appendix 2.

Table 4.1. The four languages presented to leamétgperiment IV

Language | | Language I[ Language I[l Language |V
K tilV_ 4
[1 i/ {pst}_ 2 6 2 6
[1 aAdpti_ 6 2 6 2
[0 i/t 0 4

37 Leaving aside for now the question of whetherexirrecall of presented nouns is necessary or even
helpful for internalizing the regularities implidit the set of nouns. | will come back to this es$o the
discussion.



Goldberg et al. (2004) have shown that the learoimgpvel argument structure
constructions is facilitated if a few of the vedssociated with a construction occur very
often while the majority occur infrequently compadite a condition in which all verbs
occur equally often. Goldberg (2006:85-89) reptirtd the same result also holds for dot
pattern classification, suggesting that it is npeauliarity of syntax (where the meaning
of the construction might be gleaned off the meguifithe most frequent verb) and thus

may also hold for morphophonology. Therefore, oedrxexemplifying k t i, one word

exemplifying the most frequent ppV pattern in each language, one word exemplifying

the most frequent ttV pattern in each language, and one word exempijfy t i

were presented 42 times each, while the other woeds presented 14 times each.
Recchia et al. (2008) exposed human learners #otdicial lexicon in which
words differed in frequency and the number of défé sentences and pictorial scenes
they appeared in. They found that frequency ofgmtadion influenced lexical decision
only if the word appeared in multiple different texts, i.e., it had high contextual
diversity. Contextual diversity was increased ia finiesent experiment by combining
each word with multiple frames: each word couldriserted in the sentences {That’s a;
Those arethe}  "and *{l am a; We are the} ’, and also appeared on its own and
produced in a scared voice, a normal voice, ouatted voice. In addition, a voice was
created for each individual creature by maniputathre speed, shifting the formant ratio,
the pitch median, and the pitch range of the oalgapeaker (me) using the ‘Change
gender’ function in Praat (Boersma & Weenink 200%)e individual creature voices

were used for producing the utterances fittingstigema ‘{l am a; We are the} . In



addition, for the frequent words, the isolated wprdductions were produced in four

different creature voices each.

4.1.3. Procedures

The procedures were the same as in the previoweiexgnts.

4.1.4. Participants

All of the participants reported being native Esglspeakers with no history of
speech, language, or hearing impairments. Noneatexpbeing fluent in a foreign
language. All participants were recruited fromaatnctory psychology classes and
received course credit for participation. None ipgrated in the experiments reported in
Chapter 3. Participants were assigned to language®mly. There were 11 participants
assigned to learn each language. One participaigreesl to Language IV was
subsequently excluded because of forming pluratgus pattern that was not presented

in training (adding /&a/). One participant assigned to learn Languagead excluded

from analyses of ratings because of computer egsariting in his ratings being lost.



4.2. Results I: Errors in recall
4.2.1. Overall accuracy of recall across languages

The distributions of recall accuracies for eachheffour languages are shown in
Figure 4.3. The groups of learners exposed tordiffielanguages do not differ
significantly in overall accuracy of recall (all 8>according to the Wilcoxon test).
However, since learners presented with Languagé.doguage Il were asked to recall
12 words while those exposed to Language Il orgueage IV were asked to recall 16
words, learners exposed to Language Il or Languidgecall significantly more words
than learners exposed to Language | or Langua@e=10004 according to the Wilcoxon
test). Thus each word presented to a learner appeai|ave a certain probability of being
recalled that is independent of how many worddegheer is asked to remember, at least

for the limited range of lexicon sizes examinedhia present studi?.

% The advantage of languages Ill and IV over langsdgnd Il in number of words learned may be a
spacing effect, since, on average, exposures trdfarm are further from each other in time in laages
[l and IV than in languages | and II.



Figure 4.3. The distributions of recall accuradaseach of the four languages. The

individual accuracy values have been rounded toéagest decimal.



4.2.2. Memorizing singulars vs. plurals

One of the things that the learner needs to leawhich wordforms are singular,
and which are plural. Thus in recalling the nameafpicture of a single object, the
learner may erroneously use a wordform bearingieapsuffix and/or having a stem-

final [t ] despite the fact that the actual wordform endef] and had no suffix.

Similarly, in recalling the name for a picture ofiitiple objects, the learner may
erroneously omit the plural suffix and/or producgtem ending in [K] despite the fact

that the plural form of the stem ends irj.[The actual numbers of occurrences of each of

these error patterns across the four artificiafjleages are shown in Figure 4.4. As the
figure shows, learners erroneously attach plufated to singular forms much more

often than they erroneously fail to attach a plaffik to a plural form (?(1)=54.3,

p<.00001). There is no significant effect of lange®&n the advantage of erroneous suffix

addition over erroneous suffix omissiorf(3)=.46, p=.93).



Figure 4.4. Numbers of errors in recall where this from the plural form is
erroneously attached to the singular form (solatklbars), the plural suffix is
erroneously omitted from the plural form (stripeatidbars), the final consonant of the

plural stem ([t]) is erroneously produced in the singular (solititer bars), or the final

consonant of the singular stem ([K]) is erroneopstduced in the plural (striped white

bars).
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The finding that plural affixes are more likelylie attached to singular forms

than be omitted from plural forms might be intetpteas suggesting that plural forms are
more likely to be remembered correctly and servihadase of the paradigm than
singular forms. Albright (2005, 2008) predicts thats should be the case in Language |
and Language Il because derivation of singulans fpturals would be more successful
in these languages than derivation of plurals feamgulars: when deriving a plural from
a singular in Language | or Language I, one fagesertainty in whether the plural
should end in —i or —a, while there is no uncetyawhen the singular is derived from a

plural (for plurals ending in a stop followed byawel, the singular can be formed by



simply deleting the vowel, while plurals endingin] correspond to singulars ending in

[K]). However, this hypothesis is contradicted bgl of a consistent preference for
plural-to-singular stem-final consonant transfehiM/such a tendency appears to be
present in Language lll and Language 1V, it cambeasily be explained by transfer

from singulars ending in [k, which are not presented in Language | and Laggug the

two languages in which no preference for plurasitogular final consonant transfer is
observed.

Albright’s (2005, 2008) hypothesis is also incotess with the presence of a
preference for erroneous affix retention over eemars affix omission in languages |l
and IV, because in these languages rule-basedatierivof plurals from singulars should
be easier than derivation of singulars from plureighese languages, the learner who
decides to remember plurals and produce singuiarsle would face uncertainty in 8

words that end in [t} and can be mapped onto singulars ending in fK} ¢ with equal

probability. The learner who decides to remembagudars and produce plurals from
singulars would face uncertainty in the 8 remainwgds that can be mapped onto
plurals ending in either [i] or [a] but the problaies of [i] and [a] are not equal in either
language: there is a 75% probability of [i] in lalage IV and [a] in Language Ill. Thus,
the formation of plurals from singulars would resalfewer errors than the formation of
singulars from plurals. Thus, singulars should lm@esalient than plurals, and suffix
omission should be more common than suffix inseriioLanguage Il and Language IV.
Albright (2005, 2008) hypothesizes there shoul@Isengle base form in a
paradigm. Thus, the learner may choose eitherlIglorasingulars as bases to memorize

but s/he may not memorize plurals for words thaehaplural form that is more



informative than the singular form and singulansviords that have a singular form that
is more informative than the plural. This altermatstrategy would be much more
optimal for learners of languages Il and IV thhge strategy Albright favors. Thus, the

learners could memorize [k]-final and]ffinal singulars and {p;t{a;i}-final plurals® If

the learners adopt this strategy, they should b& fik@ly to erroneously add plural
affixes to singulars ending in [p] or [t] and ta@reously omit affixes from plurals

ending in {k;t }i. This hypothesis is confirmed by the data inug 4.5: transfer from

the plural form to the singular form is most likelyren the formation of the singular
from the plural is more likely to be accurate thlae formation of the plural from the
singular (comparing the difference between pluvatihgular transfers vs. singular-to-
plural transfers for ambiguous singular-plural magp, i.e., {p;t} {p;tH{a;i} to the

corresponding difference for ambiguous plural-slagmappings, i.e., it {k;t },
2(1)=15.2, p<.00019° Thus, the learners appear to pay most attenticmetanost

informative wordforms within a morphological family

%9 n fact, they could also just memorize the pluthlst are exceptional in the language, i.e., {mpflirals
in Language Il and {p;t}a plurals in Language IYicaderive other plurals using the ‘add —i’ rule.

“° This does not appear to be simply due to a diffeeebetween —i and —a, since —i is transferred from
{p;t}i plural to the singular 20 times, with —a Ingj transferred from a {p;t}a plural 14 times?(1)=1.06,

p=.3), and —i being transferred from a {ltplural 15 times. Thus, -i alone is transferrewig-

significantly) more along the unambiguous mappifgre —a has on average the same chance of being
transferred at random than along the ambiguous imgpghere —i is the only affix that could be
transferred. Furthermore, -i is erroneously repdmg —a much more often than —a is replaced by6-i (
times vs. 12 times,%(1)=.0001), suggesting that the suffix —a is nef@med by the learners over —i in

general.



Figure 4.5. Transfer of plural affixes to singulams and omission of plural affixes
from plural forms in languages Il and IV for stemswhich the plural-to-singular

mapping is ambiguous (stems ending in [k] of) [and stems in which the singular-plural

mapping is ambiguous (stems ending in [p] orft]).
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Overall, there appears to be a bias in favor ofrapdffixes, rather than deleting
them, an “addition bias” (see Hartsuiker 2002 faoanectionist model of such a bias in
speech production). This seems to be contraryigiieg morphological speech error
studies, in which morphological omission errorssg¢o be much more common than

addition errors (e.g., del Viso et al. 1991, Perteal. 2007). Furthermore, language

“l Languages | and Il are not considered becausalgimgular mappings are unambiguous in these
languages and the numbers of singulars ending;in}{&nd thus having unambiguous singular-plural
mappings and singulars ending in {p;t} and thusihgrnambiguous singular-plural mappings are unequal
(the latter are twice as numerous as the form@iyen this inequality, the baseline against whiud t
observed numbers of errors are to be compareccertain. If the reader believes in a certain basedihe
can analyze the following numbers: plural suffixesre omitted from [ti]-final plurals 3 times; they were
added to [K]-final singulars 13 times; they wereitted from {t;p}{i;a}-final plurals 33 times; andney

were added to {t;p}-final singulars 6 times. In atgse, these data appear to point in the samdidivess
the data for languages Ill and IV.



learners appear to omit affixes much more often thay erroneously insert affixes into
base forms. However, this asymmetry in natural daggs may be a relative frequency
effect, since affixed forms tend to be less frequlean unaffixed forms, which is
expected to make their mental representations dp\ater and remain weaker than
representations of unaffixed forms (Hay 2003). Aldiaon bias does appear to exist for
purely phonological speech errors (e.g., Hartsud$¥2, Nooteboom 1969, Stemberger
1990, although all of these studies involve conesbdaletion vs. addition), and learners
who insert plural suffixes are likely not to realithey are suffixes. Thus the possibility of
an addition bias cannot be ruled out, especiallituimtions like the present one where 1)
the affixed form is as frequent as the unaffixeafan the input; 2) the phonotactics of
affixed and unaffixed forms are similar in familtgrand simplicity; and 3) the affixed an
unaffixed forms are similar in informativeness.ekhatively, the plural (or affixed) form
may be more salient than the singular (or unaffixtetm for the learners, which is also
supported by the tendency to modify the stem ofthgular to fit the stem of the plural

in Chapter 3 (Figure 3.4).

To summarize the findings on recall errors, leassm@drall languages are similar in
overall accuracy of recall. That is, they tenddoall the same proportion of words they
are presented with. However, since learners of uagg Ill and Language IV are
presented with 4 more words than learners preseavitadhe other two languages,
learners of Language Ill and Language IV recallengords than learners of Language |
or Language Il. Learners tend to best remembeiottme of a word that allows them to
project the other form of the same word with maxiagcuracy. This is the plural form

for stems ending in [p] or [t] and the singularmfofor stems ending in [K] or [t



4.3. Results 1I: Types of generalizations extractetfom the input
4.3.1. Elicited production
4.3.1.1. Velar-final singulars

Figure 4.6 shows that the probability of a [k] memapped onto [i] is

significantly higher in languages Ill and 1V thanlanguages | and Il (p<.05 according to
the Wilcoxon test). This difference in the oppositeection from the corresponding
finding in the source-oriented paradigm. If we camelthe results from both experiments

(entering training paradigm, whether —i is attacteeft ] in training, whether —i often

attaches to [p] and [t] in training, and all intetians into a Friedman test as predictors of
rank-transformed production probability) the onigrificant effect is an interaction

between experiment and whether or not examples]dig¢ing mapped onto i are

presented to the learner (F(1,79) =6.25, p=01f)we take the probability of [k] are
mapped onto [ki] as the dependent variable, treadsio a significant interaction in the

same direction (shown in Figure 4.7): the additi@xamples of [{] [t i] presented

during training increase the probability of elingithe production of [k] [ki] in the
source-oriented training paradigm while decreatiegprobability of eliciting [k] [ki]
in the product-oriented training paradigm (F(1,722pP2, p<.05).

Together these results are strongly indicativénef[t] [t i] examples providing

more support for the product-oriented generalizafurals must end in [i]’ rather than

*2 Note that here | am considering the absolute priddty of the mapping carrying out velar palatalion
relative to all other options, rather than prodtittiof velar palatalization given that —i is chasas the
suffix.



the source-oriented generalization ‘just add —#i'tfee learners in the product-oriented
training paradigm and providing more support fa& slource-oriented generalization in
the source-oriented training paradigm. Thus, theatdteristics that distinguish the two
training paradigms jointly are able to influencevhmuch support a lexical item is
inferred to provide for source-oriented vs. prodoigénted generalizations by the human

learner.

Figure 4.6. Productivity of [K] [t i] in elicited production as a function of whettike

training is product-oriented (left two boxes) ouswe-oriented (right two-boxes) and

whether or not learners are presented with exangblgs [t i].



Figure 4.7. Productivity of [K] [ki] in elicited production as a function of whetttae
training is product-oriented (left two boxes) ousme-oriented (right two-boxes) and

whether or not learners are presented with exangblgs] [t i].

In addition, like in Chapter 3, languages Il andfévor attaching —i to velars
relative to languages | and 11l (p<.0001 accordmghe Wilcoxon test). As shown in
Chapter 2, this result is consistent with both fpasiproduct-oriented and source-
oriented generalizations because the examplesaifaghing to stops favor the source-
oriented generalization ‘just add —i’ and the prctgoriented generalization ‘plurals must
end in —i]’. Furthermore, as predicted, the addiil examples influence the probability

of simply attaching —i without significantly inflmeing the probability of the kt i

mapping. This result is not consistent with proearénted constraints weighted by the



difference between observed and expected frequentigroduct classes, since the
expected frequency of [ki] is much higher in langes Il and IV than in languages | and

lIl while the observed frequency is the same (0).

Figure 4.8. Adding —i without changing the stemafinonsonant is more productive in

languages Il and IV than in languages | and IlI.



There is an overall decrease in the probabilitjkpf [ki] in the product-oriented
paradigm relative to the source-oriented paradigt,79)=8.48, p=.005). Thus, the
productivity of velar palatalization before —i ieases when we switch from the source-
oriented paradigm to a product-oriented paradignother words, the source-oriented
paradigm appears to disfavor stem changes, whig&rtsgaps not surprising given that the
learners in the source-oriented paradigm are ptegewith pairs of words that share the
stem. This finding has methodological implicatidosstudies that attempt to determine
whether learners are biased in favor of phonoldgjeaeralizations involving a change
in the stem vs. a change in the affix (e.g., Bykd¢ewman 1995, Zaba 2009): if one
presents the learners with pairs of words thatestieg stem during training, one is likely
to find a bias against learning rules requiringrstdhanges (e.g., Finley 2008, Zaba 2009)
but such a bias may not exist in a more naturalitrg paradigm.

The overall productivity of k t i relative to k ki across the two training

paradigm and the four languages is shown in Figu@eThe difference between
languages 1 and 3 on the one hand and languages£an the other illustrates the
influence of whether —i often attaches to [p] atfidi{ does in languages 2 and 4), which
makes it also attach to [K] without triggering galezation. The difference between
languages 1 and 2 on the one hand and languages8an the other illustrates the

influence of adding examples of —i attaching t¢ Mvhich has the opposite effects in the
two training paradigm, favoring [K] [t i] relative to simply attaching —i to [K] in the

product-oriented paradigm and having the oppoéiéein the less natural source-

oriented training paradigm.



Figure 4.9. Number of word pairs instantiating [Kki] produced by each subject in

elicited production minus the number of word panstantiating [K] [t i] produced by

the same subject.

4.3.1.2. Alveolar-final singulars
Across training paradigms, the addition of example$] [ti] increases the
probability of [t] [ti] (Figure 4.10; p<.0000001 according to the Widion test). This is

hardly a surprising result: the learners appe#etpicking up on the distribution of —i vs.

—a following [t] in the input.



Figure 4.10. Additional examples of [t]ti] increase the probability that [t] is mapped

onto [ti].

More intriguingly, Figure 4.10 shows that the prbitigy of [t] being mapped
onto [ti] is much lower following product-orienteéihining than following source-
oriented training. One of the pieces of evidencdHle source-oriented nature of
generalization in Chapter 3 was the finding thatdhly singular-final consonants that
are mapped onto alveopalatals in the plural are¢tea's. This is not the case in the
present training paradigm. The product-orientedneadf generalization in the product-
oriented training paradigm is also indicated byftwt that velar palatalization is
frequently extended to alveolar sources in thiggigm (as shown in Figure 4.11), while

such overgeneralization over sources was rarecietperiments presented in Chapter 3.



The differences in probabilities of [t][ti] mappings and [t] [t i] mappings across

training paradigms is highly significant (p=.001dgm<.0000001 respectively according
to the Wilcoxon test) and the probability of palaiag an alveolar is not significantly
different from the probability of palatalizing alaefollowing product-oriented training
(p=.48 according to the Wilcoxon test; the medidfecence is 0), while velar
palatalization is vastly more probable followingisze-oriented training (p<.00001

according to the Wilcoxon).

Figure 4.11. Velar palatalization is often overgatieed to alveolar sources in the

product-oriented paradigm but not in the sourcerded paradigm.



When the data from both experiments are combirmedyuages Il and IV
significantly favor alveolar palatalization relaivo languages | and 1l (see Figure 4.11),

i.e., the addition of [{ [t i] examples favors the mapping of [t] onta][{p=.03

according to the Wilcoxon test), and there is mgmidicant interaction between training

paradigm and whether or not examples df [f|t i] are presented (F(1,79)<1, p=.77

according to an Friedman test). This finding sutgytsat product-oriented
generalizations may play a role even in eliciteadpiction (and not just ratings)
following source-oriented training (although wheamyothe data from only one training
paradigm are considered, the effect fails to resaghificance: .15>p>.1 according to the

Wilcoxon for both paradigms).



Figure 4.12. Examples of [t [t i] favor [t] [t i].

4.3.1.3. Labial-final singulars

Across training paradigms, the addition of examplep] [pi] leads to
increased probability of mapping a singular [p]oatplural [pi] in elicited production
(Figure 4.13; p<.00001 according to the Wilcoxast;téhe interaction between training
paradigm and the abundance of examples of [pi] is only marginal: F(1,79)=2.89,

p=.09 according to an Friedman test).



Figure 4.13. Additional examples of [p]pi] increase the probability that [p] is mapped

onto [pi].

Just as with alveolar-final singulars, product-otésl training favors unfaithful
(stem-changing) stem mappings over source-orignd@ung: the incidence of a [p]

being mapped onto [(p)f is much higher after product-oriented trainihgu after

source-oriented training (Figure 4.14, p=.0003 atiog to the Wilcoxon test).



Figure 4.14. Velar palatalization is sometimes geeeralized to labial sources in the

product-oriented paradigm but not in the sourcerdad paradigm.

While Figure 4.14 suggests a trend for the additibexamples of [{ [t i] to
favor [p] [(p)t i], most learners never overgeneralize palatabretd labials, showing a
zero probability of [p] [(p)t i] and the apparent trend is not significant (pac6ording

to the Wilcoxon).

Figure 4.15 shows that overgeneralization of veédatalization to labial sources
following either kind of training is much less lilgeghan overgeneralization to alveolar
sources (p<.00001 for product-oriented training0p82 for source-oriented training,

according to the Wilcoxon test.



Figure 4.15. The distribution of differences betwaesubject’s probability of

palatalizing alveolars and his/her probability efgializing labials.

4.3.1.4. Alveopalatal-final singulars
In Chapter 3, we saw that learners exposed to aaybthe artificial languages

had a tendency to attach —i rather than —a to Engending in [f]. | argued that the

learners did not do this due to obeying the produented generalization “plurals must

end in [ti]” because the probability of attaching —i to][thus producing [i], did not
correlate with the probability of producingiftfrom [k] but rather with the probability of
attaching [i] to [k], regardless of whether thimguced [ti] or [ki]. Thus, the learners

appeared to make a generalization over source ftratgk] and phones like it,

particularly [t], take —i.
The dominance of [} [t ijover[t] [t a] holds after the product-oriented
training as well (the median rate of —i-attachnter]t ] is 83%). Like after the source-

oriented training, the rate of —i-attachment tp i significantly higher than the rate of —i



attachment to [k] or [t], even in Language 2 anddusage 4 (p=.009 comparing to

[K] {ki;t i}; p=.02 comparing to [t] {t;t i}). This result is shown in Figure 4.16. The
high rate of —i attachment to Jtrelative to [k] suggests that [tis either further away for

the learners from [t] and [p], the segments thatrerard taking —a, or that there is an

avoidance of the observed stem change that deprésseate of [k] [t i].

Figure 4.16. Probability that —i is attached t¢ ig higher than the probability that it is

attached to [K] or [t] (whether or not [k] or [thange as a result).

If the same generalization is responsible for twmgular-plural mappings, then a
subject who has assigned a high weight to the génation should use both singular-

plural mappings productively while a subject wha hasigned a low weight to the



generalization should not. In other words, probaéd of the mappings for individual
subjects should correlate. Figures 4.17-4.18 sHostaring solutions for correlation
matrices based on the data from the source-ori¢rdaedng paradigm (Figure 4.17) and
the product-oriented training paradigm (Figure 4.I®e major difference between the

two solutions is that the mapping][t [t i] is clustered together with [K] [k;t ]i
following source-oriented training but it is clustd together with {k;t;p} [t i]

following product-oriented training. These data evasistent with the hypothesis that the
more natural product-oriented paradigm favors pcbaduiented generalizations: the
product-oriented training places stronger restiitgion the product while source-oriented

training places stronger restrictions on the saurce

Figure 4.17. Clustering of mappings after sourdered training. The variables ‘paddr’,
‘taddi’ and ‘kaddi’ are probabilities of addingta [p], [t], or [K] respectively regardless

of whether the source consonant is changed.



Figure 4.18. Clustering of mappings after produatrded training.

4.3.1.5. The two suffixes

Figure 4.19 shows the probability of attachinge-atbps following source-
oriented and product-oriented training. The prolitgtnf attaching —a to either alveolars
and velars is above zero in all languages in baihihg paradigms despite the fact that
the addition of —a is exemplified by only two wdggbes in languages Il and IV in the
product-oriented paradigm. Thus this result provieeidence against the hypothesis that
at least three exemplifying word types are necgdsarthe formation of a generalization
(contra Bybee & Pardo 1981, Bollt & Gerken 2008, &Wenenbaum 2007). Whether
this is due to the fact that each word type is aggak by a number of different “creature

voices” and in a number of different syntactic @xts is a question for future research.



Figure 4.19. The probability of adding —a to siragudonsonants ending in [p], [t], or [K]
following source-oriented or product-oriented traghion many or few examples of

{p;t} {p;t}a and accordingly few or many examples of {p;t{p;t}.

The addition of —i is exemplified by more exampletanguages Il and IV than
the addition of —a is exemplified by in languagesd Ill, and the fact the number of
examples of —i being added to [p] or [t] in langead and Il is equal to the number of
examples of —a being added to [p] or [t] in langesl and IV. Thus, given no
preference for —a over —i, learners of languagexlllll should apply —a to [p] or [t] as
often as or less often than learners of langudgasdl IV should apply —i to [p] or [t].
However, Figure 4.20 shows that following sourcertted training -a is used by learners
of languages | and Ill more often than —i is usgdelarners of languages Il and IV
(p=.008 for the source-oriented paradigm) whilemfiroduct-oriented training there is
no significant difference (p=.86). Thus the leasn@ppear to disprefer the suffix that

triggers stem changes and overuse the suffix thed dot trigger stem changes following



source-oriented training while product-orientednirsg, which makes unfaithful (stem-
changing) mappings more likely also leads to a tdslispreference for the suffix that

triggers stem changes.

Figure 4.20. Learners exposed to many examplep;tf { {p;t}a produce the mapping

more often than learners exposed to many examplgstp {p;t}i produce

{p;t} {p:t;t h.

4.3.1.6. Discussion of elicited production

The characteristics of the training paradigm usetthé present chapter that
distinguish it from the less natural training pagaa used in the previous chapter appear
to favor product-oriented generalizations over setoriented generalizations. First, the

grammar extracted by the learners in the preseatmgan does not restrict sources that



can be mapped onto {tas much as the grammar extracted by the leaindhe source-
oriented paradigm. Second, the addition of exampil¢is] [t i] appears to favor the
product-oriented generalization ‘plurals must emft ii]’ over the source-oriented

generalization ‘just add —i’ while the data for $wurce-oriented training paradigm are
more ambiguous. There, the addition of [t[t i] appears to favor [t] [t i] over [t] [ti]
and [k] [ki] over [K] [t i]. This may perhaps be explained by the fact [jat |t i] is
much weaker than [t] [ti] while [K] [ki] is weaker than [k] [t i]. If we conceptualize
generalizations responsible for mappings as units adecelerating activation function,
then the same amount of additional support wouldeimise the activation of a weak

mapping more than it would increase the activatiba strong mapping, as shown in

Figure 4.21.



Figure 4.21. A possible explanation for why exarapdé[t] [t i] favor the weak
mapping [K] [ki] over the stronger mapping [K][t i] and the weak mapping [t][t i]

over the stronger mapping [t][ti]. The same amount of support increases thegtheof
a weak generalization more than it increases tieagth of a strong generalization.

Arrows indicate direction of inference where thegantation of an example of][t [t i]

increases the inferred support for each of theaegigeneralizations by the distance

between the dotted lines on the vertical axis gpoading to the generalization.
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Learners in both experiments display certain retsbns on sources. Thus, even

following product-oriented training, learners tamat to map [p] onto [i]. Thus learners

must know at least which source consonants chamgjevhich ones do not, a type of
source-oriented generalization, since it can oelyelarned by noting which consonants
participate in unfaithful (stem-changing) singutduiral mappings.

Why do learners overgeneralize velar palatalizatioalveolar but not (so much)

to labial sources. One possibility is a substaniiigs provided by Universal Grammar.



That is, the learners do not need to learn thais[pever mapped onto it because they

know that this process is completely unnatural tgpdlogically rare to non-existent
(Bhat 1974, Guion 1998, Wilson 2006) and thus maypért of Universal Grammé&t An
alternative is that the mapping [t]ti] and [K] [ki], which feature some acoustic
palatalization of the [t] and [k], and are perhbpter represented as [t]t'i] and

[k] [K']] provide some support for [t] [t i] because the learner presented wilih Gt
[K'i] assigns some probability to having heard [Further experimentation is necessary

to determine which explanation is correct.

Thus | would suggest that overgeneralization to [t] ] is in part due to
assigning some probability to it while perceiving [ti]; this weight would be sonvlat
larger when there are many examples of[Ci] in the environment but would also be
dependent on how mucHisounds like [ti] to the learner. Overgeneralization to
[p] [t i] appears to be dependent on generalization to[ft]] such that there are no

subjects who have a higher [p]-palatalization pholis than [t]-palatalization
probability before —* Thus, overgeneralization to [p] may happen whenstibject

generalizes that anything can be mapped onfp despite having no perceptual evidence

of ever being presented with [p]t i]. Thus, unlike overgeneralization to [t],

*3 The learners could assume the much more natweeps [p] [pt i], making the generalization thatift
is a suffix. Some learners do use this (and theesponding [k] [kt i] mapping), although only one

learner used these mappings consistently. Howéweresulting form is not very typical of the adiél
languages, containing a consonant cluster.
“4 One subject has a higher [p]pt i] rate than [t] [t i] rate, while two subjects have a higher absolute

[p] [t i]rate than [t] [t i] rate but not if one looks at the probabilityplatalizing [t] vs. [p] before —i.



overgeneralization to [p] isgenuineovergeneralization, rather than an inevitableltesu
of perceptual processes.

Finally, it is as of yet unclear which featuresttistinguish the product-oriented
paradigm (if any) are singly necessary and/or gisgfficient to produce the observed
difference between the two training paradigms.ikstance, the greater tolerance of
unobserved source-product mappings seen in thaipradiented paradigm may be due
to either the lower number of word types that exi#gnp given source-product mapping
in the product-oriented paradigm, or the fact thatners in the source-oriented paradigm
are exposed to source-product pairs, or both. Aglis question is a matter for future

research.

4.3.2. The relationship between elicited productod recall
In order for a subject to recall a word pair exafgplg velar palatalization, s/he

needs to recall a singular ending in [k] and aesponding plural ending in [l. In each

language, there are four such word pairs that earetalled. Figure 4.22 shows how
often each possible number of exemplifying word$a actually recalled by learners.
Overall the numbers are quite low, and there arsignificant differences across
languages (all p>.4 according to the Wilcoxon tdsterestingly, Figure 4.23 shows that
the correlation between the number of exampleslzpalatalization recalled by a
subject and the productivity of velar palatalizatfor that subject in elicited production
is very weak (t(41)=1.53, p=.13 overall, with aH.p within-language as well). Thus it
appears that remembering examples of velar palatadn well enough to be able to

recall them on cue is not necessary for velar phattion to be productive. For instance,



Subject 8 in Language 4 group regularized all [K] i] singular-plural mappings in
recall to [t] [t i] but when presented with a [k]-final singular duzed a [ti]-final

plural 60% of the time in elicited production.

Figure 4.22. The distributions of numbers of exaemf velar palatalization correctly

recalled across languages.



Figure 4.23. Productivity of kt i mappings as a function of the number of exampfes

such mappings recalled.
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There are two possible conclusions from this resiilst, it may be the case that
the productivity of a rule does not depend muchhensupport for it in the learner’'s
active lexicon. Rather, it depends on the supporitfin the lexicon to which the learner
is exposed. The other possibility is that rathantlooking at the number of recalled
examples of the particular source-product mappaegshould be examining the
probability of recalling examples of all source-guat mappings that result in the same
product? This correlation is shown in Figure 4.24 and significant (t(41)=2.59, p=.01
according to an ANCOVA on ranks controlling for lgarage). This finding provides
further support for the largely product-orienteduna of generalization in this training

paradigm.

“>We could also examine tmeimberof recalled exampled resulting in the same protutthat would
confound how many examples are recalled and how menpresented.



Figure 4.24. The correlation between the probatidlitrecall for examples of C|t i]

and the probability of [k] being mapped onta][in elicited production.

. L R? =0.1405
©

()]

> o o

© c 0.87

28 8

= O (o)

%_§ 0.6 - ) 9
S5 04 :

Q3 o
5‘5 S 0 o o o
@ﬁ 0.2 - o o °

8 0 o——oO ‘ o—O0 ‘
a 0 0.5 1

Probability of recalling an example of C>chi

The only other relationship between the numbexahgles recalled and
production probability is that if a subject ‘recléxamples of k ki, which are of course
never presented during training, s/he is alsoyikelproduce k ki mappings in elicited
production. This relationship is significant evehem Language is controlled (p=.03
according to ANCOVA) and is not surprising giveatlthe ‘recalled’ examples are
likely to be produced by the subject based on ithgusar form of the ‘recalled’ noun,
just as in elicited production.

Correlations of recall with probability of palatahg [t] and [p] are weak and
insignificant (r=.12, p=.4 for [t]; r=-.01, p=.961 [p]), thus it appears that
overgeneralization of velar palatalization is dn\argely not based on analogy to

remembered examples of t i] mappings. Rather, it appears to depend much more
strongly on how often [i] is perceived (or assigned a non-zero probabdftitaving

been presented) during training (i.e., the languagehich the learners are exposed).



4.3.3. Plural likelihood rating
A major difference between the source-oriented@onduct-oriented training

paradigms is that learners in the source-orienéeddigm rate [Kk] [t i] mappings higher
than [t] [t i] mappings (p<.00001 according to the Wilcoxon)letearners in the

product-oriented paradigm do not (p=.16). Thuseheia significant influence of the

training paradigm on the difference between ratgigen to [K] [t i] mappings vs.
[t] [t i] mappings (p<.0001 according to the Wilcoxon)eTdata are shown in Figure

4.25. Thus there are fewer restrictions on souttta&tscan be mapped onto an observed

product following product-oriented training tharléaving source-oriented training.

Figure 4.25. Learners rate examples of velar plaateon higher than examples of

alveolar palatalization following source-orientad hot product-oriented training.



Nevertheless, Figure 4.26 shows that after eithwt &f training [K] [t i]
mappings are rated lower than|[t [t i] mappings (p=.0001 following source-oriented

training, p=.0009 following product-oriented traigi with no significant effect of
training on the difference scores, p=.29 accordinigpe Wilcoxon), even though the

number of examples of [k][t i] presented to learners is equal to or higher than

number of presented examples of [t[t i].

Figure 4.26. After either kind of training, [k][t ] mappings are rated lower than

[t ] [t i] mappings.

Similarly, [kK] [ki] and [K] [ka] are rated higher than ]t [ki] and [t] [ka]

following either training type (p<.00001 followingither training type, with no

significant effect of training on the differenceoses, p=.95). The data are shown in



Figure 4.27. There are also no significant diffeembetween the relatively low-rated

[K] [ta],[t] [ta],and]t] [t a] (all p>.1). Thus product-oriented training does

simply increase tolerance of stem changes. It asge tolerance of unobserved stem
changes that result in observed products, at tbase that have been observed to result

from stem change¥®.

Figure 4.27. After either kind of training, [K][K]{i;a} examples are rated higher than

[t ] [K]{i;a} examples.

The faithful mappings [K] [K]{i;a} is preferred over the unfaithful (stem-

changing) mappings [t [K]{i;a} despite the fact that the outputs of battappings are

never observed even in languages Il and IV whifand [t ] are equally common

“° It seems unlikely that ratings for unfaithful mapgs of [t] [pi], [k] [pi], [p] [ti], and [k] [ti] would
increase under product-oriented training if theseewested. Hence the qualification.



singular-final consonants (p<.000001, accordintheoWilcoxon) and even following
product-oriented training (p=.0002 for just langea@ and 4 following product-oriented

training). Similarly, the faithful mapping [t [t i] is preferred over the unfaithful (stem-
changing) mappings {k;t} [t i] even in languages | and Il where examples of [K] ]
are presented and examples of [t[t i] are not (p=.005, according to the Wilcoxon).

Thus, it appears that learners prefer faithful nraggpover unfaithful mappings, and
generalization is not purely product-oriented ea#tar product-oriented training.
Whether the bias against changes is innate (P&rémolensky 1993/2004) or
something learners have acquired during first lagguacquisition is a matter for future
research.

While both training paradigms provide evidencergstrictions on source-product
mappings , both training paradigms also show ewaderi product-oriented

generalizations in that the addition of examplef ¢f [t i] increases the ratings of
[t] [t i] relative to [t] [ti] (p<.001 in both paradigms). The data are shawhigure

4.28. Thus, both source-oriented and product-cegegeneralizations appear to be
extracted by learners in both paradigms: the learearn both what typical plural forms
sound like and which segments must be preserveiplural form if they occur in the

singular form.



Figure 4.28. In both training paradigms, the addinf examples [f [t i] increases

ratings of [t] [t i] relative to [t] [ti].

The addition of extra examples of [p]pa] and [t] [ta] at the expense of
[p] [pi] and [t] [ti] has a stronger effect in product-orientednimag where there are
significant effects of this manipulation on ratir@fs[t] [ta] (p<.0001) and [k] [ka]

(p=.007), and a trend in the same direction gn [ft a] (p=.08) compared to no

significant effects on any CCa mappings following source-oriented training fwat
trend on [t] [ta], p=.07). The manipulation appears to be gfeorn product-oriented
training, where languages Il and IV have 6 word pges exemplifying {t;p} {t;p}a

and languages | and Il have 2 word pair types thaource-oriented training where the
difference is between 8 examples in languages lihadd 24 examples in languages I

and IV. Thus the difference between 2 and 6 appgedre greater than the difference



between 8 and 24, despite the distances being equbk log scale. This provides
support for the idea that the dependence of prodtycon type frequency is a
decelerating one (Bybee & Pardo 1981, Gerken &tB6108, Xu & Tenenbaum 2007)
and suggests that the deceleration is higher th#meilogarithmic function. However, it
is important to remember that even with 2 word sypremplifying the suffix -a, there is
some generalization of —a beyond the trainingaseshown by Figure 4.16, thus we do
not have support for the idea that productivityeso for type frequency below 3 or 4
(Bybee & Pardo 1981, Gerken & Bollt 2008, Xu & Taebaum 2007).

Table 4.2 shows correlations between standardeg@igs of plural forms that
simply attach —i to a velar, plural forms that digspvelar palatalization, plural forms that
show attachment of —i to an alveopalatal, and pforans featuring attachment of —i to
an alveolar, with or without palatalization, follow product-oriented training. It can be
compared to Table 3.3 in Chapter 3, which showeetations between the same
variables following source-oriented training. Thexy®ne strongly significant interaction
with training type. Product-oriented training résuh a stronger correlation between
ratings of velar and alveolar palatalization (r5u%,0000002) than does source-oriented
training (r=.3, p=.05); the interaction is signdt at p=.008 according to the Friedman
test?’ This finding is consistent with product-orientedining allowing velar

palatalization to generalize to the alveolars nthas the source-oriented training.

*" Product-oriented training results in a weak basiyificant positive correlation between ratinds o
examples of {t;d} {t ;d }i and ratings of {k;g} {k;g}i (r=.31, p=.04) while source-oriented traimgn
results in a weak (non-significant) negative catieh (r=-.16, p=.31); the interaction itself isrbly
significant (p=.03) according to the Friedman t&$iere is also a weak interaction between traitypg
and the correlation between ratings ordt} {t ;d }aand {t;d } {k;g}i (p=.04). The negative

correlation is weaker after product-oriented tnagn{r=-.55, p=.0001 vs. r=-.14, p=.4).



Table 4.2. The correlations between ratings ofudargplural mappings featuring the

suffix —i.
{td} {tdi {kg} {t.dl}i[{ttd} {t;d}if{t;d} {t;d}i
{kagt {kgi R 48 39 31 24
p .001 .01 .04 12
{td} {tdi R 15 22 .08
p 36 17 7
kgt {td} R 7 48
p .000000 .001
{td} {td} R 39
P .01

Tables 4.3-4.5 present correlations between rabhgsgular-plural mappings
that may compete for the same singular followingdpict-oriented training. Just like
after source-oriented training, the correlationsveen singular-plural mappings are most

likely to be negative when they result in very erint products ([] vs. G.conga). When

the consonant or (especially) the suffix are sharedelations of ratings are sometimes
positive, suggesting that source-product mappiagsscpport each other if they result in
similar products, which is expected only if therleaxs are relying on product-oriented

generalizations for rating the likelihood / accdyiity of a mapping.



Table 4.3. Correlations between likelihood rating$t;d} X mappings.

{td} {td} [{td} {t:d}a|{t;d} {t:d}

(t,d} {tdla R -.28 24 -.46
p .07 12 .002

(td} {td}i R -.54 22
p .0007 17

(td} {t:d}a R -.22
P 15

Table 4.4. Correlations between likelihood rating$k;g} X mappings.

kgt {kighi |{kg} {t;d}a|{kg} {t:.d}

kgt {kgla R -.35 .38 -.53
p .02 01 .0003

{kigt {kghi R -3 .39
p .05 .01

(kg f{tdl}a R -.24
p 12




Table 4.5. Correlations between likelihood ratiog$t ;d } X mappings.

{tid} {tid}i[{t:d} {kgla|{t;d} {kgh
td} {tdla R -.35 31 -13
p .02 .05 4
{td} {td}i R -.52 -.17
p .0004 26
{t . d} {kgla R .2
P 21

To summarize, product-oriented training increabedikelihood of velar
palatalization being generalized to alveolar sosiroesulting in alveolar palatalization,
examples of which are never presented. Nonethblabstraining paradigms lead to the
extraction of both source-oriented generalizatiorthe form of paradigm uniformity
constraints (Downing et al. 2005), the knowledg&/bich segments change, and
product-oriented generalizations, the knowledgeludt typical plural forms are like.
The productivity of a generalization depends on mauch support for it there is in the
training data with the dependency between amoustipport and productivity being a

decelerating one with a stronger decelerationtrete the logarithmic function.

4.3.4. Combining results from rating and production
Figure 4.29 shows the clustering solution for datrens of all mappings used or

rated in production and perception following souocented training. Figure 4.27 shows



the corresponding clustering solution following gwat-oriented training. The two

figures both contain a cluster in which any sousamapped onto [t and a cluster in
which —i is simply added to the singular. Furthereat ] [t 1] is unambiguously
classified as an instance of Qt i] rather than an instance of ‘just add —i’ in both

perception and production and even in the sourssyad training paradigm (although if

the more abstract mapping Kk;t }i is added to the clustered matrix, tt i switches

cluster membership following source-oriented tragnibut not product-oriented training,
as was shown in Figures 4.17-4.18). These restdisde support for the overall primacy
of product-oriented generalizations over sourcesddd generalizations (Bybee 2001)
and suggest a similar weighting of source-oriefted product-oriented generalizations

in perception and production.



Figure 4.29. The clustering of the correlation mabetween ratings and production
probabilities of various mappings following sourmeented training. ‘R’ stands for

‘ratings’, while ‘P’ stands for production probabés.

k ti P
k ti R
t ti R
t ti P
p ti P
t ti R
t ti P
t ti R
k Ki R
t ki R
t ti P
k ki P
p pi P
t ta R
t ta R
t ka R
k ta R
k ka R
t ta R



Figure 4.30. The clustering of the correlation mabetween ratings and production
probabilities of various mappings following produetented training. ‘R’ stands for

‘ratings’, while ‘P’ stands for production probabégs.

p pi P
k Ki P
t ti P
t ti R
k ki R
t Ki R

ta R
k ta R
t ta R
k ka R
t ta R
t ka R
k ti P
t ti P
p ti P
t ti P
t ti R
t ti R
k ti R

4.3.5. The relationship between recall and ratings
There is a significant positive correlation betwéam number of examples of

{k;t } tirecalled and the ratings of examples of t i relative to examples of t ki

(r=.31, p=.03). However, all other correlationsvietn numbers of words exemplifying a



certain mapping or product-oriented generalizatewralled by a subject and the ratings
assigned by the same subjects to words exemplithi@game generalization are quite
low (.1 <r <.25), suggesting that the acceptgbdf a mapping is not determined by the
number of known words exemplifying it, at leasbifly wordforms whose meanings are

known to the learner are counted.

4.4. Conclusion

This chapter introduced a training paradigm in Wwhimlike in the source-
oriented training paradigm presented in Chapt#ne]earners were asked to learn and
recall words, rather than learning to form pluréhey were presented with individual
wordforms in random order, rather than singulargdlpairs, and the number of words in
the presented lexicon was small enough for mogeststo memorize most of the words.

In both perception and production, the additioexdmples of t t i increased the
productivity of k ti,t tiandp timappings. Thus examples of tt i were taken to
provide greater support for the product-orientexegalization that plurals end inift

than for the source-oriented generalization ‘jukt ai’.

Learners in the product-oriented paradigm exterpdgatalization from velars to
alveopalatals and sometimes labials, while learimetise source-oriented paradigm
restricted velar palatalization to velars, indingtthat source-oriented training facilitates
restricting the class of sources that can be mappta product. This may be due to
both the fact that the source-oriented paradigrolues presentation of forms sharing the
same stem next to each other and/or the facthlatumber of different word pairs

exemplifying a source-product mapping (i.e., ifgetyrequency) is lower in the product-



oriented paradigm than in the source-oriented pgmadhe generalization that alveolar
consonants from the source must be retained uneddasgxemplified by 16 word pairs
in the source-oriented paradigm and only 4 wordspaithe product-oriented paradigm.
It is, however, interesting to note that velar palaation is more productive in the
product-oriented paradigm than in the source-oe@paradigm despite being
exemplified by only 4-8 word pairs in the producieated paradigm and 30-50 in the
source-oriented paradigm. It appears that the aserén type frequency from 4 to 30 or
from 8 to 50 does not benefit palatalization as ma the increase in type frequency
from 4 to 16 benefits alveolar retention. Thus, rélationship between type frequency
and productivity appears to be different for pesitproduct-oriented generalizations and
paradigm uniformity constraints (or source-oriengederalizations more generally) with
some minimum type frequency perhaps being necefsaayparadigm uniformity
constraint to become productive. Alternatively §gdditionally), reoccurrence of the stem
in close temporal proximity may enforce paradignfarmity.

The finding that the change of a training paradigfiluences the degree to which
learners rely on source-oriented or product-origteneralizations suggests that learning
biases in favor of particular kinds of generaliaa$i are not innate but rather arise due to
the nature of the learning task faced by the learaga language. The present results
suggest that product-oriented generalizationsareréd especially when the lexicon
exemplifying the set of generalizations to be ledris small, e.g., the set of English
irregular verbs examined by Bybee & Moder (1983)b& & Slobin (1982), and Wang
& Derwing (1994), and when different forms of trearee word are unlikely to co-occur

in close proximity.



Learners in both training paradigms acquire a gramtimat contains both the

knowledge of what typical plural forms sound lils,indicated by the finding that t i
mappings are facilitated by the addition of exarmmet t iin both paradigms, and the

knowledge of which source consonants change orireth@ same when the plural is

produced from a singular, as indicated by thetfaat p (p)t i is rarely produced by the

learners after either kind of training. Thus thguteng grammar contains both source-
oriented and product-oriented generalizations. &laee at least two possible reasons for
why palatalization is restricted to [t] but not [pjirst, learners may come to the

experiment with the knowledge that [p]t ] is an unnatural mapping (e.g., Wilson

2006). Alternatively, the amount of perceptual evice provided by [t] [ti] for

[t] [t i] may be greater than the amount of perceptualenge provided by [p] [pi]
for [p] (p)[t i]. Under the first explanation, the source-oriehgeneralizations obeyed

by the learners are not learned from exposureeaitificial language data while under
the second explanation they are. Manipulation eftthining data, including the degree
of palatalization of /t/ before [i] and the numié{t?i] examples, would help
disentangle the two explanations.

The exact nature of source-oriented generalizatatracted by the learners is
uncertain. One possibility is that the acquiredrsetoriented generalizations are rules
(i.e., source-product mappings, as in Albright &#& 2003, or Chomsky & Halle 1968).
One piece of evidence that can be interpreted idemse for rules is that the learners in
either paradigm do not produce ki, k pi, k ta, and k pa mappings, even when they

are exposed to Language | or Language Il wheratihgber of presented plurals ending



in [ti], [pi], [ta], or [pa] is almost equal to theumber of plurals ending in [}, and,
furthermore, plurals ending in [pi], [ti], [pa], drjta] are recalled better thani[tplurals,

at least in the product-oriented paradigm. Howearralternative explanation is that the
learners tolerate only unfaithful (stem-changin@pmings that result in a product that is
observed to result from unfaithful mappings dutiragning.

In addition to knowledge about which products regoim unfaithful mappings,
learners must also have knowledge about which smegments must be retained in the
product (i.e., paradigm uniformity constraints, 8emvning et al. 2005 for various
formalizations). Thus the learners in the sourderted paradigm may be learning that a
stem-final [t] in the singular is retained in thenal while a stem-final [K] is not while

also learning that plurals should end in][tThus, examples of t t i increase the
evidence for ‘retain [K]', ‘retain [{’, ‘retain [t]’, and ‘plurals must end in [i’.

Examples of t tifavort tiovert tibutdo notfavork tioverk kias
consistently. Thus, we might say that examples ot ti provide more evidence for
t tithan fork tiand/orthey provide more evidence for ki than for t ti.
Interestingly, learners in the source-oriented gigra, for whomt t ifavors k ki
over k t i, appear to classify source][tith [K] rather than [t], since rate of attachirp
to [t ] is predicted by the rate of attaching —i to [kit Imot the rate of attaching —i to [t]. It
is thus tempting to conclude that examples of ngtgi[t ] provide more evidence for

‘retain [K] than for ‘retain [t]’, for the learnerin the source-oriented paradigm. As a

result ‘retain [k]" benefits from the examples maéhan does ‘plurals must end iniJt



while ‘retain [t] benefits less. Another factorathmay make ‘retain [K]' benefit from the
additional examples more than ‘retain [t] is thatain [K] is a weaker generalization to
begin with, since there is abundant evidence agaipsesented during training.

In order to perform well in recall, learners havehaice of remembering both
forms of each word that they are presented witinduraining, or remembering one of
the forms and deriving the other form from it usthg grammar. If the second option is
chosen, one of the forms must be chosen for meataiz This is probably not a
conscious process but rather a variety of seleetitention. It appears that the learners in
the present experiment choose to memorize the furatsare most informative for
deriving the other form (cf. Albright 2005, 2008)terestingly, they do not appear to
choose either the singular forms or the plural ®as a single class but rather memorize
singulars for the subclass of nouns for which deg\he plural from a singular is easier
than deriving the singular from the plural and megeplurals for the subclass of nouns
for which deriving the singular from the pluraldasier.

Finally, as predicted by both positive product-ntezl generalizations that are
supported by the experiments reported in the ptekesis thus far and competing
weighted rules of the type proposed by Albright &yds (2003), additional examples of
t tiand p piincrease the production probability and ratingsf k ki. In the next
chapter, | show that this hypothesis also holdvé&bar palatalization in a natural
language, Russian, and show that it is able toa@xglbome otherwise puzzling effects in

language change.

APPENDIX1: INSTRUCTIONS



Instructions for the training

Instructions for the recall test

Instructions for generalization and rating testsentbe same as in Chapter 3.



APPENDIX2: STIMULI USED FOR TRAINING AND ELICITED PRODUCTION

Training stimuli

The forms of /blak/, /za t/, and /bup/ and /sld / were presented 21 times each

(albeit forms of /slat / were presented only to subjects exposed to Lageglibor

Language V), with all other forms being presentddnes each.

Singular Plural
Language | Language | Language Il Language IV

bla k bla t i

truk trut |

swik Swit i

vork vort i

blort blorta blort blorta blort

hit hita hiti hita hiti
zat za ta za ti za ta za ti
flort florti florta florti florta

bup bua bup bupa bup
flo p flo pa flo pi flo pa flo pi
gwip gwipa gwipi gwipa gwipi
Klup Klupi Klupa Klupi Klupa
bort Neither singular nor plural bort i




presented
dwit Neither singular nor plural dwit i
presented
frut Neither singular nor plural frut i
presented
sla t Neither singular nor plural slati
presented
Elicited production stimuli
Body of the stem k|t t | p
bla + + | +
SWi + + | +
tru + + +
vor + + | +
blor + |+ +
flor + |+ +
hi + + +
zai + + +
bu + + +
flo + |+ +
gwi + + +
klu + + +
bor + + | +
dwi + + | +
fru + + |+
sla + + | +
fla +




fli +

kra +
kri +
wa +
wi +
skla +
skli +

For stimuli used in rating, see Appendix 2 in Clea/&



CHAPTERS

A NATURAL LANGUAGE: RUSSIAN

In the present chapter, we turn to velar palatatiman a natural language,
Russian, examining whether the productivity of velalatalization in spontaneous
loanword adaptation (from English into Russian)etets on the probability of the
palatalizing suffix attaching to non-velars and Wiee morphological adaptation of verbs
and nouns borrowed into Russian is underlain byproeessing stage or two. The
present chapter aims to lend the experimentallatsented in the preceding chapters

some ecological validity.

5.1. Velar palatalization in Russian

If one looks at a dictionary of modern Russianav@ialatalization appears to
involve several exceptionless morphophonologicks;uvhich can be stated simply as
“velars become alveopalatals before the derivatisuafiixes X’ where the relevant
derivational suffixes either begin with a front velvor used to begin with a front vowel
historically. For the purposes of this chapter,wiébe concentrating on Russian verbs
with the highly productive stem extension —i, ahe tliminutive suffixes for masculine
nouns, -ik/ek and -ok, which obligatorily triggeslar palatalization in the lexicon as
depicted by dictionaries (e.g., Levikova 2003, Sieva 1974).

Example (1) shows that in Russian verbs are deifnagd consonant-final nouns
by adding the stem extension (in this case /ilp#eed by verbal inflection (in this case

the infinitival marker). As shown in (1), velars at the ends of nounsebiange into



alveopalatals when a verb is derived from the rébis does not happen with all stem
extensions, as evidenced by the existence of Russids like hux+a+t, plak+a+ and

stalk+iva+t, but it always happens with the stem extension -i.

1)
K ti
klok klot +i+t
durak durati+t
polk polt +i+t!
jamt ik jam t it +i+t
g
flag fla + +t
dolg dol + +t
X
grex gre+ +t

The mappings between velar consonants and thespomding alveopalatals are

constant across Russian. Thus, if velars changelmeopalatals in some context, /k/



always becomes [t /g/ becomes ||, and /x/ becomes// The Russian phone inventory

does not contain [d. The phone | cannot follow velars or [{ while the phone [i]

cannot follow [] or [ ]. Whether [i] and [ are allophones of /i/ and chosen during a

separate allophone selection stage or separatesstemsions does not influence the

gualitative results presented here. The reportadigr are based on a model that treats

the choice between [i] and |ps happening after the morphophonological cortipati

modeled.

In the Russian lexicon, -a is favored over -i biawdinal roots while -i is favored
elsewhere. The distribution in the diminutive syste quite different. Only masculine
diminutive suffixes will be considered for the pasges of this chapter, because the
loaned English nouns end in a consonant, consdguesihg adopted into the masculine
gender. There are three highly productive masculinmenutive suffix morphs, -ik, -ek,
and -ok. The morphs —ek and —ik are in complemgmstribution in the established
lexicon and thus can be considered allomorphssiigle morpheme. The suffixes that
trigger palatalization in the lexicon, -ok and -ake heavily favored by velar-final nouns,
with -ek attaching only to velar-final bases. Théig -ik, on the other hand, does not
attach to velar-final bases, thus one could argatthe Russian lexicon provides no
evidence in whether —ik would trigger or fail ta@gger velar-palatalization if it were to be

attached to a velar-final base, although | willleghat the lexicon does in fact provide



the relevant information and Russian speakershisenformation in loanword

adaptatior’? Examples are shown in (2).

(2) lug lu ok
luk lut ok
lut lut ik
fartuk fartut ek
kabluk kablut ok
t elovek t elovet ek
rog ro ok
no no k no tek
tas t asok
tas t asik
ag a ok a ot ek

% Since -ek and -ik are unstressed, they have the ghonetic realization, the choice between them ma
be part of orthography. However, the answer tagtieestion of whether the choice is made in orthdgyap
or in phonology is not relevant to the modelingafput stem shape as long as the choice of thmaiioh
follows the decision on whether to change the stem.



5.2. Methods

5.2.1. Data collection

When an English verb is borrowed into Russian,ustibe assigned a stem
extension. In order to get a sample of such bomgsil took all verbs found in the
British National Corpus retrieved by searching“fo«[vvi]” in the online interface
provided by Mark Davies (http://corpus.byu.edu/bmdiere ‘X’ is any letter. The
resulting verbs were transliterated into Cyrillic.

For each verb, possible Russian infinitival formeyevderived. For instance, if the

English verb idock, some possible Russian infinitives are it /lokit'/, /lokat/,

/lokovat/ and /lokiroval. Verbs for which an established Russian formaalyeexisted
(e.g., format > /formatirovi} were excluded. Existence was determined by the
occurrence in either the Reverse Dictionary of RusgSheveleva 1974), Big Dictionary
of Youth Slang (Levikova 2003), or the present atithmemory. This yielded 472
different verbs. For 56 of them, the final consdnafithe English form was a velar, for
99 it was a labial, and for 317 it was a coromakhle case of the nouns, all possible
English monosyllables ending in /k/ or /g/ wereateel and transliterated into Russian
manually. Then possible diminutive forms were addtom them and submitted to
Google. An additional sample of non-velar-final newas then created by matching the
distribution of final consonant types (in termshadinner and voicing) and preceding
vowels in the sample of velar-final nouns.

The frequencies of the possible infinitives and mative diminutives on the web
were determined by clicking through the pages siilts returned by Google to eliminate

identical tokens and to allow Google to ‘eliminatmilar pages’, which increases



speaker diversity by eliminating results that cdroen the same server, e.g., different
pages from the same bulletin board. In additioickiig through is necessary when one
of the possible forms has a homonym.

Finally, to have a reasonably reliable estimattheflikelihood of failure of velar
palatalization before —i for each verb, velar-fimatbs and nouns that had 10 or fewer
tokens containing the palatalizing suffixes wereleded from the sample. This yielded
36 velar-final verbs and 19 velar-final nouns ttauald undergo velar palatalization and

had a reasonably large number of tokens contathiagelevant suffixes.

5.2.2. Modeling

The results of the corpus study were modeled usiadviinimal Generalization
Learner (Albright & Hayes 2003), a model of ruleuction and weighting introduced in
Chapter 3. While the model is source-oriented ctineial prediction that velar
palatalization should fail before the suffixes thttach to consonants that cannot change
is, as we have seen shared between the hypothasisdrners induce competing
reliability-weighted rules embodied by the Mininaéneralization Learner and the
hypothesis that learners induce positive produetrded generalizations. One Minimal
Generalization Learner was trained to form verbsfbases by attaching the appropriate
stem extension and changing the stem as needee avtother was trained to form

diminutive forms from nouns.



5.2.2.1. Training the model

The model of the stem extension process was pesenth the set of stem-verb
pairings found in the Reverse Dictionary of Rusgfaneveleva 1974) and/or the Big
Dictionary of Youth Slang (Levikova 2003). The ResaeDictionary contains 125,000
words extracted from the four major dictionariefRoissian that existed in 1965
(Sheveleva 1974: 7). The Slang Dictionary is muollker, containing 10000 words. The
main results presented below held regardless othehéhe Reverse Dictionary, the
Slang Dictionary, or both were used. Only the rssidsed on the full training set will be
presented. Only stems that occurred independestbgparate words (or, in the case of
feminine nouns, with an inflectional affix) werecladed but no attempt was made to
exclude deverbal nouns, since it is not clear dieserbal nouns are identified as such
synchronically. No stem extensions were excludethfthe training set. Thus, aside from
verbs featuring the highly productive —i and —apgehaving —ova, -irova, -izirova, and —
e were also included. The full training set corsistf 2396 verb-stem pairs, of which

286 stems had final /k/ and 85 had final /g/. Theeee 22 examples of g i and 62
examples of k t i. The model of diminutive formation was trained@set of 1154

diminutive nouns extracted from the Reverse Diargrof Russian. All diminutive
nouns whose base ends in a consonant were extrag@dlless of the diminutive suffix
used. The Slang Dictionary contains only a verglsmumber of diminutives and thus
was not used.

The model requires a feature set to generalizesa@egments. Two feature sets
were devised, the compact set and the redundagrs®in in the appendix). In the

compact set, vowels and consonants were definedtioeesame set of features. Vowels



differed from consonants on sonority (a multival@eature that also distinguished
between low and high vowels) and used the consahfoléce] values to denote
frontness (coronality) and roundness (labialitg)tHe redundant set, featural distance
between vowels and consonants was maximized. Hu#tsevere not significantly
affected by the choice of the feature set.

The learner models competition between input-outpappings. Therefore it is
crucial to define what is meant by the input areldhtput. For the present chapter, we
are interested in modeling competition between tigquiput mappings in which some
mappings require velar palatalization. The inputrfdor these mappings may or may not
have the stem extension already specified. If @sgoules specifying that a velar changes
into an alveopalatal compete with rules that say the consonant stays the same in the
context of a stem extension that triggers velaagadikzation in the lexicon. If not, rules

specifying that a velar changes into an alveoplkddsa specify the stem extension. Thus

a rule like k t i would compete with k ka as well as C Ci.

In addition, the output of the competition can bber a phonetic form,

specifying the allophone of /i/ used ([i] of)[or a phonemic form, which does not

include this specification. Both of these possiigii were examined in modeling but the
choice between phonetic and phonemic outputs dicghflaence the qualitative results.

In the case of the diminutive suffixes -ek and wkjch can be considered allomorphs
(or even orthographic variants), it also did nokma difference whether the choice
between —ek and —ik followed the stage in whichdéeision on whether to palatalize the

stem was made.



The diminutive suffix -ek can attach to words thed already affixed with —ok, -
ik, or -ek. Since none of the borrowed English vgdoear these suffixes, we can consider
Russian bases bearing them to be irrelevant arlddsthem from the training set or
train the model on the full dataset. The qualigatigsults were not affected by this
manipulation, whose effect was only to reduce ttegligted use of —ek. The graphs
below are based on a model that was trained ofuthset of Russian diminutives
extracted from the dictionary.

The model treats reliability as a value that isseyuatively estimated based on
the sample of experienced words. It requires acehoi confidence level, which
determines the width of the confidence intervabiathe raw reliability value derived
from the lexicon. It then takes the lower boundhaf confidence interval as the estimate
of reliability. This makes rules that can applynmany words (rules with high scope)
more reliable than rules that apply to few worasv(scope), other things being equal.
The weight of scope relative to raw reliabilitydstermined by width of the confidence
interval, which in turn is determined by how comifind we want to be that the true
reliability of the rule is equal to or greater ththe estimated value. For the present data,
the three default values (75%, 90%, 95%) produceditatively indistinguishable
results. The quantitative results reported herdaarthe 75% confidence interval (which
is consistent with Albright and Hayes 2003).

Finally, the model has an optional feature calladgugnment”. Impugnment is a
heuristic designed to punish rules that are intgri@terogeneous, generalizing over
several internally consistent clusters of formsraght and Hayes (2002) give the

example of the choice of [t] as the allomorph @& gast tense suffix —ed in English,



which is selected after voiceless consonants (¢.d}, [l ft]) but also (sometimes)

after [nN]asin[bn] [b nt]. Albright and Hayes use impugnment to reduee th

estimated reliability of the rule stating thatiffjchosen after any consonant, which
subsumes the two cases. With impugnment, the noadiailates the reliability of the
residue (forms covered by the general rule bubydhe specific rule), which is taken to
be the difference in the numbers of hits betweemtlore general rule and the more
specific rule divided by the difference in the sespf the rules. If the upper confidence
limit of the estimated reliability of the residuelower than the lower confidence limit of
the estimated reliability of the more general rtite, reliability value of the general rule
is replaced by the reliability value of the residuersions of the model with and without

impugnment were applied to the data on both dimmeudbrmation and stem extension.

5.2.2.2. Testing the model

The model is presented with the set of English ¥éoind to be borrowed into
Russian in the corpus study. To estimate the piibtyadslk a given verb undergoing velar
palatalization given that a particular suffix isosken we can divide the reliability of the
most reliable rule that requires palatalizatiorthy sum of its reliability and the
reliability of the rule that does not require paletation but still attaches the same suffix.
For instance, suppose the verb is /dig/ and theeirttas extracted the rules in (3) with
reliability estimates shown in parentheses. Thg anles that can apply to /dig/ are (a),
(d), (e), (h), (), and (j). Of these, the onlyasithat require velar palatalization are rules h
and i. Rule h is more reliable than rule i, soauwd get to apply. Its reliability is .272.

The rule that attaches —i without palatalizing skem-final /g/ is rule j. Its reliability is



.232. Therefore, the predicted probability thatfihal consonant of /dig/ will be
palatalized, given that —i is selected as the set@nsion, is .272 / (.272 + .232) = 54%

(cf. Albright and Hayes 2003:128).

@ a [ afillg_(723)
b. [ a/Cag_(.718)
c. [ aflneg_(.718)
d. [ a/Afiln;rig_ (.670)
e. [ alvelar]_(.641)

f. g i/Vback-high (-475)
g. g  i/Vnigh_ (.350)

h. g iNV_(.272)

I g i/[+voice]_(.195)

j. [ i/Crvoicedr_ (-232)

5.3. Results

Figure 1 shows that most velar-final verbs are lyighlikely to take —i while
most labial-final and coronal-final verbs are vekgly to take —i. Thus, the stem
extension that triggers a stem change in the lexieaisfavored by the stems that can

undergo the change.



Figure 5.1: Histograms showing that most velarifsiams are unlikely to take —i while

most labial-final and coronal-final stems tendaket —i.

Since the population distribution is skewed anddual, there is no monotonic
transformation that will restore normality, whicltakes standard statistical tests
inapplicable, which means that bootstrapping shbeldone. For this test, | treated the
labial-final roots and coronal-final roots as thal population and generated 2000
samples of 56 verbs from this population, calcotatnean rate of taking -i in each
sample. The mean rate of taking —i in the sampletar-final stems (33%) falls very far
outside the distribution of 2000 samples of 56 gdrbm the null population, thus
p<.0005 (1/2000). All versions of the model are ableredict that —i is less productive
with velar-final stems than with coronal-final aladbial-final stems.

Figure 5.2 shows just the velar-final stems thia¢ tai as the stem extension.
These are the only stems that undergo velar palati@in in the data, suggesting that the
speakers are using a source-oriented generalizai@pping velars onto alveopalatals,
rather than a purely product-oriented generalipatemjuiring alveopalatals before —i

(Pierrehumbert 2006f. A product-oriented generalization specifies ohly shape of the

® The source-oriented generalization could be aouke paradigm uniformity constraint.



output, thus imposing no restrictions on what clesngan be done to the input to produce
the output (for examples of such product-orientelddvior, see Bybee 2001:126-129).
The white bars show the observed likelihood otui&lof velar palatalization

before —i in various contexts while the dark bdsve probabilities of velar palatalization
failure predicted by the model. Figure 5.2 shoved tkelar palatalization is more likely to
fail with /g/ than with /k/ (t(26)=4.803<.0005), and when the verb ends in a consonant
cluster as opposed to a VC sequence (t(22)=3pHL.B03). There is also a trend for the
rule to fail more often after front vowels thaneafback vowels but it is not statistically
significant. In other words, speakers tend to rethe velar if it is /g/ and if it is preceded
by a consonant. They tend to replace the velar anthlveopalatal if it is a /k/ preceded

by a vowel, especially if the vowel is back.

Despite the fact that the model is trained on &texin which velar palatalization
is exceptionless, the model predicts that velaatpakation will not be exceptionless
with the borrowed verbs. Mean rate of failure ofavgalatalization varies between 43%
and 62% depending on parameter settings and appates the actual mean rate of

failure of velar palatalization in the data (56%).

While the mean predicted rate of failure for vedatatalization is similar to the
observed rate of failure, the model’s predictioreslass variable than the data. In order to
make them comparable, failure rates predicted byrtbdel were rescaled to have the
same standard deviation as the observed failues¥afThe qualitative results shown in
Figure 5.2 hold for all versions of the model thasume that the stem extension and the

stem shape are chosen simultaneously. These versidhe model correctly predict that

®L This is why one of the error bars goes negative.



velar palatalization is more likely to fail wheretstem ends in a consonant cluster than
when it ends in a single consonant, that penulerfraint vowels disfavor palatalization
compared to back vowels, and that /k/ is more yikelbe palatalized than /g/ (however,
all versions of the model underestimate the diffeeebetween /k/ and /df If the stem
extension is chosen first with the decision on \whaeto change the stem consigned to a
subsequent decision stage, the predicted ratelofdaf velar palatalization is not

significantly affected but the effect of penultimaegment identity disappears.

Figure 5.2. Observed (white bars) vs. predictedy(dpars) probabilities of failure of velar

palatalization before the stem extension —i dependn segmental content of the stem.

Observed and predicted rates of failure of veldatphzation in front of

diminutive suffixes are shown in Figure 5.3. Ashwilhe stem extensions, velars are the

%2 This problem is exacerbated when impugnment id.uahile versions of the model without
impugnment are able to predict that /k/ is morelliko be palatalized than /g/, versions with impugnt
incorrectly predict the opposite result exceptdiams with a penultimate back vowel.



only consonants that change into alveopalatalgestmg a source-oriented
generalization. The rate of failure of velar pdiatdion is significantly higher before the
suffix -ik (mean rate of failure = 40%) than befohe suffix -ok (mean rate of failure =
0%), according to the paired-samples Wilcoxon digraaks test (Z(16)=3.516,
p<.0005). Failure of palatalization (which only happ before -ik) is more likely with /g/
(67%) than with /k/ (29%), t1(15)=2.496+.025. The likelihood of using -ik is lower after
/Kl than after /g/ (t(17)=5.72%<.0005) and is higher after non-velars than afedans
(t(45)=12.461p<.0005). Thus, the suffixes —i and —ik tend tocktteo non-velar-final
inputs and often fail to trigger velar palatalipati The suffixes —ek and —ok tend to
attach to velar-final inputs and are strong triggefrvelar palatalization. Furthermore, in
both the domain of verbal stem extensions and nalndiminutives, the productivity of

k t is greater than the productivity of g .

The model successfully learns that —ik is disfaddrg velars and that
palatalization is likely to fail only if —ik is clsen as the suffix, although the rate of
failure of velar palatalization before -ik is ovstienated. It predicts that —ek should be
more productive with bases ending in /k/ than weidises ending in /g/, a numerical trend
in the data. It fails to predict that /k/ is moikely to undergo palatalization and less
likely to be followed by —ik than /g/. These prd@as are parameter-independent,

holding for all versions of the model.



Figure 5.3Relative likelihoods of various base-diminutive rpeqgs for velar-final and
non-velar-final bases of diminutive nouns (likeliltis sum to one across each row of

panels).

5.4. Explaining successes and failures of the model

In the present study, the MGL is used as an exaofegeneral class of models
that postulate that input-output mappings are veolin a competition that is resolved by
the mappings’ relative reliability. Therefore itimportant to determine the extent to

which the successes and failures of the MGL aretalits reliance on this assumption



and to what extent competition between productrbei@ generalizations can produce for
the same results.

In order to explain why the model performs the waloes let us examine the
rules that it abstracts from the lexicon and uskesma velar-final verb is presented. The
full list of applicable rules for [g]-final verbs ishown in (3) above. For both [k]-final and
[g]-final verbs, there is only one rule that favadding —i and leaving the final consonant
of the stem unchanged. For /g/-final roots, thithesrule G.voicedqy  Cj+voicedaj and for
/k/-final roots this is the rule CCi. Thus, in order for the more specific rules regg

/k/ to change into /t or /g/ to change into / to fail, they must lose to an extremely

general rule. For this outcome to be likely, 1)eayvgeneral rule must be extracted from
the lexicon, 2) it should be quite reliable relatio the less general rules requiring stem
changes, and 3) it must compete with those rules.

In the Russian lexicon used to train the modelpral-final and labial-final stems
tend to take —i while velar-final stems tend toetaét. Since most stems in the lexicon end
up taking —i, the model extracts a very genera @l Ci and assigns it a moderate
reliability. On the other hand, the fact that veiaal stems favor —a drives down the
reliabilities of rules that add other stem extensito velar-final stems. This includes the
rules that add -i and change the root-final consbr#s a result, these rules will
sometimes lose the competition for applicatiorh®more general rule CCi. Thus, the
model predicts that velar palatalization will oftel before an affix if and only if the
affix is more productive after non-velars than aftelars. This holds for the stem
extension —i and the diminutive suffix —ik but ot the diminutive suffixes —ek and —

ok. Therefore, the model correctly predicts thdavpalatalization should fail often



before —i and -ik and rarely before —ek and —oks Pnediction follows directly from the
hypothesis that input-output mappings compete thighoutcome determined by
reliability. The prediction also follows from thegpothesis that velar palatalization is
driven by positive product-oriented generalizatisash as “if the suffix is X, the
preceding consonant must be Y”. In the case obnik—i, the preceding consonant is
rarely an alveopalatal, while in the case of —atk-ank, it almost always is an
alveopalatal (derived from a velar). Thus, veldafadization is predicted to often fail
before —i and —ik but not before —ek and —ok.

The model systematically fails to capture the défee in rate of palatalization
between /k/ and /g/, which is observed in both st&tension and diminutive formation.
In both cases, the rate of palatalization is urgtamated for /k/. Palatalization of /k/ to

[t ] is much more phonetically natural than palataicraof /g/ to [ ]. Bhat (1974:41)

notes that velar stops generally become affricateemain stops as a result of
palatalization and if a language palatalizes vowsgdrs, it also palatalizes voiceless

velars but not necessarily vice versa, which suggest the g change is typologically

marked. Hock (1991:73-77) proposes that palatatimarises when a fronted velar stop
develops a fricative release, with the conversioine resulting affricate to a fricative
being a later development. In addition, the voisgleelar stop [k] is more acoustically

similar to [t] than [g] is to [d] in terms of peak spectral frequency and durabion
aperiodic noise, leading listeners to mispercekleds [t i] much more often than they
misperceive [gi] as [d] (Guion 1998). Thus, [g] and [ can be argued to be more

perceptually and articulatorily distinct than [kjda[t ] and the g  alternation can be



argued to be less phonetically natural than the kalternation. Phonetic naturalness has

been argued to influence learnability of an inputpoit mapping when the reliability of
the mapping is controlled (Finley 2008, Wilson 202306). The [k]/[g] asymmetry
observed in Russian may be another case of thisopmenon. If the palatalization rule
for [g] is more difficult to learn than the rulerffk] and the diminutive suffixes —ok and -
ek do not permit a velar to precede it withoutsslof naturalness, the speaker is driven
to choose —ik as the diminutive suffix after [g] m@ften than after [K], accounting for
the relatively high productivity of —ik followingg]. Alternatively, the low productivity

ofg relative to k t may be explained by the fact that there are feaxamples of of
products containing | than [t] in the lexicon. Thus, if product-oriented generations

are induced by learners of Russian, as suggestadibgial grammar learning data, the

generalization that a suffix Y must be preceded bhyvould be weaker than the
generalization than the same suffix must be pratégdt ]. Phonetic naturalness alone

cannot account for the data because velar palatiaizis much more likely before —ok
than before —ik, despite the fact that [0] is & leatural trigger of palatalization than [i].

Another shortcoming of the model is that it undedacts the rate of velar
palatalization before the suffix —ik, especiallyem-ik attaches to a /k/-final noun. This
prediction follows from the fact that —ik neveraathes to velar-final inputs in the native
lexicon and thus is predicted not to trigger v@lalatalization. There are at least two
possible explanations for why it should still sommets trigger velar palatalization. First,
the alveopalatal stem-final consonant may be useddaminutive marker in its own

right, especially when the consonant ig Mvhich is expected if learners of Russian



induce product-oriented generalizations about sigdaninutives, which often end in

[t iK], [t eK] or [t ok]. This hypothesis is supported by the fact #uahe labial-final
bases take -k rather than -ik as the diminutive marker, esgp ‘soup’ suptik. The

same process of reanalyzing a part of the stenelasding to the suffix is also observed
with other suffixes in Russian as documented ind{sipski (2005: 153-156). For
instance, Russian has an agentive suffix —nik,lamw English —er, as iles ‘forest
lesnik‘forester’. One can form verbs from nouns endimgriik by adding-a-t and
palatalizing the [K]. These verbs mean ‘do whakKamk does’. However, one can also

now form verbs with the same meaning by addirigat to the root (X) above directly.
For instance, consider the pagrv‘nerve’  nervnitaf ‘to be nervous’. There is no

noun *ervnikfrom which the verb could have been formed. Ratlhappears that -

nit af has fused into a single unit due to its frequectiorence in verbs with a certain
meaning. Similarly, there is a vexbZajnit at ‘to behave like you own the place’ but the

noun for ‘owner’ is not XoZajnik butxoZain. See Kapatsinski (2005: 153-156) for
examples with other suffixes.

An alternative explanation for the overuse of ftefore —ik is that -ik and —ek are

phonetically identical due to being unstressed pidedeing phonetically identical to -ik,
—ek is a much stronger trigger of velar palatalorgtthus the two suffixes must

constitute different choices in phonology. Howeveis possible that some instances of —
ik in the (written) data can be cases in whichdpeaker chose —ek (which triggered velar

palatalization) and misspelled it as the more fezqu-ik.



5.5. The affix and the stem shape are chosen sirmatieously
5.5.1. The issue of stages in grammatical procgssin

The types of generalizations that can and areyliteeenter the grammar when the
language provides evidence for them is one of #sectparameters defining the shape of
the grammar. Another basic parameter is how thengrar is divided into a series of sets
of competing generalizations, which may interachwine types of generalizations that
the grammar contains.

The issue of whether something is processed thrawgghgle transducer, i.e., a
single set of competing input-output mappingshoouigh a series of transducers in
which each subsequent transducer takes in the tooftplue previous transducer as input
is a general issue throughout cognitive scienee,(8ternberg 1967, 1998) and has been

identified as the central issue of phonologicabtlye

‘We expect [phonology] to answer... in particulaegtions like ‘what is
the sequence of stages traversed... by a speaker gotrse of producing
utterances... from mnemonic elements merged andtstadcby the

syntax of that speaker’ (Bromberger & Halle 199781

Johnson (1972) and Karttunen (1993) show that agbgical derivation is
equivalent to a sequence of finite-state transduddre distinctive feature that allows us
to tell that some mapping is underlain by two safmtransducers is if we can make
modifications to one transducer without modifyihg bther (Sternberg 1998:706). In the

present section, | shall consider the issue of mdrgthonology should be separated from



morphology in the domain of Russian velar palasion, i.e., if there is a separate stage
of affix selection that precedes the stage in wihehspeaker decides on what
phonological consequences (if any) the combinintpefaffix with a stem would have.
However, the general logic can be applied to otleenains, linguistic and non-linguistic,
as well.

The traditional view of grammar is that phonologidaanges associated with the
concatenation of a pair of morphemes are triggeseeh the morphemes have already
been chosen (e.g., Halle and Marantz 1993). Tlousn$tance, the speaker may decide
to palatalize or not to palatalize a stem-finalsmmant after having chosen to affix —i to
the stem. The alternative is that the speakerdslog between complete input-output
mappings. Thus, the speaker presented with a reaw ehding in [K] would be deciding

between producing something ending i} [isomething ending in [ka], or something

ending in [Ki].

The latter alternative is expected under a stnigtrpretation of Optimality Theory
where there are no intermediate stages in theataivif one way to solve a
phonological issue is to choose a different affixifce and Smolensky 1993/2004) as
well as under Declarative Phonology (Scobbie e1@96), but this feature of OT has
been abandoned in many recent approaches in anpatie capture opacity (e.g., Benua
1997, Kiparsky 2000, McCarthy 2007). Opaque altieona require intermediate stages
in the derivation in order to be exceptionless. phgorted existence of the intermediate
stages has been a primary argument in favor ofnmgdiate stages in the derivation and
rule-based approaches in general (Chomsky 1995:Ki@a8rsky 1973, 2000, see

McCarthy 2002:184 for a comprehensive referendg hithough the psychological



reality of the exceptionless serially ordered rilas not been showf Rule-based
approaches to grammar have always used intermedéges of derivation, with even
Natural Generative Phonology, an approach geasedrts reducing abstractness and
increasing restrictiveness on the range of posgiatierns, allowing for a rule to take an
output of a preceding rule as input (Hooper 1978:There has been some (theoretical)
disagreement about whether rules that require temmediate stage in the derivation
should be harder to learn (Kiparsky 1973 vs. Ka§@4] Kisseberth 1973, Thomason
1976).

On the other hand, analogical and connectionistagmhes have favored a single-
stage approach to morphophonology where thersiisgée transducer converting a form
X into a form Y without some intermediate form ti@nhot attested in actual speech
(Bybee 1985, 2001, Rumelhart and McClelland 1986uSen 1989, 2002). For instance,
the Rumelhart and McClelland (1986) network doddfingt decide to use the regular
past tense affix —ed and then decide on the phosketipe of the suffix depending on
whether the preceding consonant of the stem isless. Rather, the allomorphs of the
regular suffix compete with each other and thegitar stem changes in a single decision
stage (a feature of the model Pinker and Princ® t8@8cize). Of course, there is nothing
in the connectionist approach that precludes stgdawo networks so that the first learns
pure morphology, while the second takes the outptlte first network and handles

phonological alternations (e.g., Gasser 1997).

83 While Ettlinger (2009) has recently convincinglgrdonstrated that opaque rule interactions are
learnable, he notes that the learned patternsedandled by single-stage mechanisms, includingpact
analogy.



5.5.2. Russian velar palatalization: A single-stagecess

Interestingly, the penultimate segment effect datpézation rate for stem
changes is only obtained if a particular assumpsanade about the sequence of
processing stages, allowing us to distinguish betwbe two models in (4). Each stage in
(4) is modeled by a separate Rule-Based Learneettan the relevant input-output

mappings.

4)
Two-stage Model:
Stage I: Choose the suffix based on the borrowed:ba
[ suffix/ Base_
Stage Il: Modify the base to fit the suffix:
/Base/ [Base]/_suffix
One-stage Model:
Stage I: Choose the suffix based on the borrowed bad modify the
base to fit the suffix:

/Base/ [Base] + suffix

The effects of the penultimate segment shown inrf€ig.2 (and only those
effects) are not predicted if we assume that the sixtension (-i vs. —a) is chosen first,
followed by the decision on whether to change teenqthe two-stage model). Let us

now examine why this is the case.



In the one-stage model, the palatalizing rules dinatapplicable to a given stem
differ in their reliability, with some rules beimgore likely to outcompete the general
non-palatalizing rule than others. For instance,dfem /overlok/ is likely to undergo
velar palatalization because the most reliabletpbgang rule that can apply to it

(k ti/[+cons;+son]o ) is very reliable (.805) and casiyy outcompete the applicable

general rule (C Ci) with its .2 reliability. By contrast, the mastliable palatalizing rule

that can apply to the stem /drink/ ([+son]k+son]t i) has a reliability of only .125,

which means that it is likely to lose to the moenegral rule C Ci whose reliability is .2,
resulting in failure of palatalization.

Suppose instead that the suffix has already beesechand it is —i. The model
now needs to decide whether to palatalize the digerestingly, although the rules

changingk t andg are exceptionless and thus have a reliabilityevalul, they can

still sometimes lose to the more general rule “dthing” because the reliability of “do
nothing” is also quite high (86%). This is becansast stems in the lexicon take —i and
remain the same after the addition of -i.

However, with the stem change choice followingxatfinoice raw reliability
predicts no effect of penultimate segment identitythis model, the reliabilities of all
stem-changing rules are at 1, regardless of pematé segment identity because velar
palatalization never fails before —i in the lexiammwhich the model is trained.
Therefore, the model can capture segmental coetéadts only if they correspond to
differences in rule type frequency (i.e., the numtfenvord pairs supporting the rule),
which in this case they do not. Thus, the effedhefpenultimate segment is accounted

for by the model only if the stem change and tliix afe chosen during a single decision



stage in which the palatalizing rules compete wuilles adding other stem extensions,
such as —a (the one-stage model).

The finding that morphophonological processing app¢o happen in a single
processing stage is predicted by theories in wherteralizations induced by learners are
product-oriented, since the product is typicallgimled to be a surface form rather than a
form at an intermediate stage in the derivationb@y2001, Burzio 2002). It is possible
to hypothesize that there are multiple seriallaaged transducers, each of which
contains product-oriented generalizations, undeglyrammatical processing and, as we
shall see in the following chapter, this model veboiake the same incorrect predictions
for Russian velar palatalization as a multistages®oriented model. However, it is
much easier to imagine why a learner would makeggizations about typical forms
s/he experiences than why s/he makes generalizatloout typical forms that s/he
produces internally as an intermediate stage iménation. Knowledge about typical
properties of experienced forms of a certain gratioalecategory, such as plurals, would
help with identifying the grammatical category dbam in perception, while typical
properties of internally generated intermediaten®that are never articulated have no

such useful function.

5.6. Conclusion

As we have seen in Chapter 2, the hypothesis iabrkty- or type-frequency-
based competition between rules or product-oriegaeralizations predicts that a
morphophonemic alternation will lose productivityhe triggering affix comes to

increasingly attach to forms that cannot alterclate to not having the alternating



segment. This hypothesis is supported by expermheata from artificial grammar
learning, which establish the direction of causatend correlational data from
spontaneous loanword adaptation in a natural lageguahich lend the experimental data
some ecological validity. The present data placeethestrictions on the theory of
morphophonology. First, the affix and the ‘trigg#retem change are actually chosen at
the same time, rather than the affix being chosehdnd then triggering or failing to
trigger a stem change. Second, like in artific@ngmar learning, the choice between
rules must be probabilistic in nature, rather ttiensubjects always applying the most
reliable applicable rule because the most reliapf@icable rule is the palatalizing rule.
Finally, existing morphologically complex words @&tered in memory and retrieved for
production (e.g., Bybee 1985, 2001, Halle 1973, p¢pd. 976a, Vennemann 1974).
Stochastic choice between generalizations doespiohize accuracy (Hudson Kam &
Newport 2005, Norris & McQueen 2008), yet derivethis of existing words are always
or almost always produced correctly.

Like artificial languages studied in Chapter 3 &ithpter 4, Russian provides
evidence for both source-oriented and product-tegeneralizations. Source-oriented
generalizations are supported by the fact that velgrs are changed into alveopalatals
when a diminutive suffix or a verbal stem extens®added. Thus Russian speakers
must know that only velars change (into alveop&at®roduct-oriented generalizations
are supported in particular by the phenomenonfof fafsion (see also Kapatsinski 2005:
153-156) where parts of the stem that often co-oatiln the following suffix fuse to the
suffix forming a larger suffix that can be usedigrive new words with the same

meaning as the words in which reanalysis has oeduithus Russian speakers are



sensitive to typical shapes of words from particgimmmatical and semantic categories,
such as diminutives. Product-oriented generalinatare also able to explain overuse of

[t ] before the diminutive suffix —ik, higher produdty of k t relativeto g and the

single-stage nature of Russian morphophonologyshvaipurely source-oriented account

leaves unexplained.



APPENDIX1: FEATURE SETS

Compact set

Segment cons son lab cor pal vel voice cont long
b 1 0 1 0 0 0 1 0 1
d 1 0 0 1 0 0 1 0 1
g 1 0 0 0 0 1 1 0 1
p 1 0 1 0 0 0 0 0 1
t 1 0 0 1 0 0 0 0 1
k 1 0 0 0 0 1 0 0 1
t 1 0 0 0 1 1 0 -1 1
ts 1 0 0 1 0 0 0 -1 1

t 1 0 0 0 1 1 0 1 2
S 1 0 0 1 0 0 0 1 1
f 1 0 1 0 0 0 0 1 1
X 1 0 0 0 0 1 0 1 1
\% 1 0 1 0 0 0 1 1 1
z 1 0 0 1 0 0 1 1 1



‘a 0 4 0 0 1 1 1 1 1
u 0 3 1 0 1 1 1 1 1
o 0 4 1 0 1 1 1 1 1

Redundant set

Seg. cons nas lat son cor pal vel voice cont longontf

high  round

b 1 0 0 0 0 0 0 1 0 1 -1
-1 -1

d 1 0 0 0 1 0 0 1 0 1 -1
S |

g 1 0 0 0 0 0 1 1 0 1 -1
S |

p 1 0 0 0 0 0 0 0 0 1 -1



ts






1 0

‘a 0 -1 -1 1 -1 1 -1 -1 -1 1 -1
0 0

u 0 -1 -1 1 -1 1 -1 -1 -1 1 -1
1 1

o 0 -1 -1 1 -1 1 -1 -1 -1 1 -1
0 1

APPENDIX2: THE FULL SET OF RULES EXTRACTED AND USED BY ONE VERSN OF THE

MODEL

Note: the program outputs segment lists, rather featural descriptions as contexts, thus
the descriptions are induced by me and are at tbment not necessarily the ones
generated internally by the model. For instans@niplified the descriptions of vowels in
terms of the features ‘high’ and ‘back’ insteadtbé& sonority-by-place classification

system used by the model.



al{i;l}g_ .723
a/Cag_.718
a/{l;r}eg_ .718

a i;l;n;rig_ .670
a/[velar] _ .641

IV [+back:-high)_ -475
/V[—high]_ .350
N 272

/[+voice] _ .195

I/Clivoiced)_ -232
a/G.velanek_ .916
a/G.angk_ .908
a/V+back;-highfK_ .870
a/Vrk_ .848
a/Cek_.845
a/{m;n;r}k_ .833
a/VipackK_ .831
a/[-voice;-sonjak _ .825
a/[+nasal]lok .786
a/[-velar]k_ .733
a/[+velar;-voice] .641

t i{l;rjo _ .805

t i{d;n;r}o_ .765

t I/CpsLabiat-sonp_ -610
t ifo;a} .537

t i/V phign_ 187

t i/[+son]_.125

t i/[+cont]_.092

i/C_.200

a/[+Dorsal]_ .412
i/[+Coronal;+cont]_
.586

a/[+Dorsal;-voice] _.296

a/Vrt _ .68
af{i;l;rjt _ .641
a{m;n;rjt _ .615

i/[+Cor;+Dor;-voice]_
704

i/[-back]t _ .805
i/[-back;-high]t _.872
/[+son] _ .768

N hign _ -813

IV [-high;+back] _ -845

a/[-cont;-son]_ .474
i/[+round]b_ .878
i/[+back]b_ .804
i/[+Labial;+voice;-son]_
.78
a/[son<max,+vce,+Cor]
d_.4

a/[-son]end_ .718
a/[-Labial;-cont;-son]_
.368

i/[+Labialld_ .797

i/[+Lab;son<max]d__

877
i{d;n;r} .61
i/{l;r}d_ .852

al{f;k;p;x}_.604
i{V frounapj}f_ .872
il{f,v}_.828
a/[-Labial]_ .224
al{; jH_.5
a/l{f;v;x}il_ .57
i/[-Labial]ul_ .898

i/C[-LabiaI]UI_ .909



i{a;e}_.896
i/[+voice;-Coral]l _.814
i/[+Labial;-son]l_ .872
il{l;n;r}_.795
a/[-cont;-Coronal] _ .335
al{e;i;jjm_ .604

a/im_ .825
i/[+round]m_ .823
i/[+back;-high]m_ .804
i/Ci+coronal;-Dorsaln_ .852
i{d;g;n;rfam_ .825
i{m;n;r} .75

a{ ;jjn_ .57

a{-cont;-Coronal}in_
.786

i/[-Coronallan_ .97
i/[-high]n_ .817
i{[-round];j;I}n_ .674
i/[-round]n_ .687
i{n;r}_.79
al[-Vhighi]p_ .649
al[-Vinigh;+round] P_ - 792

a/[-round]p_ .73

a/{a;y}p_ .803
a/G-Lavianap_ .887
al{i;y}p_ .82

a/{l;r}ip_ .825
i/[-Cor;-son;+contjop_
.718

i/[-Velar]_ .546
i/[+Cor;-cont]op_ .786
a/[-son]ir_ .887
al{i;j}r_.746

i/[-Labia | ;-son]or_ .953
iVr_ .699

i{u;a;e}r_ .95
i{a;o}r_.944
i/[+Velar;son>min]r_
474

a/[-Cor;-sonjis_ .718
a/[-voice;-son]_ .362
i/[-Coronal]s_ .743
i/[+back]s_ .762
i/[+voice;son<j;-Velles

.765

i/[+voice;-cont;-Vellas
.825

i/[+Labial]s_ .765
i/[+cont;-Velar;son<j]_
724

i{l;n;ryos_ .805

i{u; }s_.852
a/[+cont;-son]ast_ .57
a/[-son;-Velar]it_ .607
a/[+voice;-son;-Vel]ist_
.786

a/[son<=nasal]ot_ .746
a/[son<=nasal;-cont]ot_
776

a/{b;p}et_.718
al{f;k;p;x}et_ .526

af{i; }st_ .61

al{k;p;t} _.375

allet_ .57

i/vVnt_ .887

i/Cat_.719

i/[-cont]at_ .916

i/[-cont;-Velar]t_ .604



I/C.coronaiost_ .852
i/[-cont;-Labial]t_ .58
i{d;n;r;t}_ .563
il{j;n;l;rit_.845
i{l;v;z}ot_ .706
i{o;u}st_.739
a/[-son;-Coronal]_ .347
i/[+Velar]v_ .846

if{i; ;j;lv_.872
i{l;ryov_ .872
a{e;i;l}z_ .581
a/[-son;-Labial;-voice]
.359

i/Coz_ .845
i/[son<=nasal]oz .916
i/[-Velar;+voice] _ .671

i{o;u}z_ .795



CHAPTERG

GENERAL DI1scUusSsION ANDCONCLUSION

6.1. Formal and substantive biases in learning motpphonology

In this thesis, | examined velar palatalizatioraitificial languages acquired in a
learning situation that is expected to favor sowngented generalizations (i.e.,
directional generalizations over pairs of wordsnfrthe same morphological family),
artificial languages acquired in a learning sitolatexpected to favor product-oriented
generalizations (i.e., generalizations about tymt@apes of wordforms belonging to the
same cell in a morphological paradigm), and intnah language (Russian). In all cases,
the choice between competing generalizations wawrstio be stochastic in nature, with
the competing generalizations weighted by the tstatistical evidence for them. This
finding supports probabilistic and usage-based @ggres to grammar (e.g., Albright &
Hayes 2003, Bybee 1985, 2001, Hayes & Wilson 20®8rrehumbert 2006) and is
contrary to the traditional view in morphology amhonology that knowledge of
grammar is knowledge of what is possible and noatw$ probable (e.g., Chomsky &
Halle 1968, Halle & Marantz 1993, Plag 2003). Rartmore, the learners were shown to
obey generalizations at a rate that is proportidnathe relative amount of evidence
supporting them, rather than choosing the bestatgg generalization 100% of the time
(cf. Albright & Hayes 2003).

Generalization is not minimal in the present studlis is a violation of the
popular Subset Principle (Albright & Hayes 2003,nBiek 1986, Dell 1981, Hale &
Reiss 2003, 2008, Langacker 1987), and is speltyficaconsistent with Maye et al.’s

(2008: 31) hypothesis that "Infants appear to ekttiae featural properties of the input



speech, whil@dult learning may be restricted to the segmereaél (emphasis mine¥’

In Chapter 3, subjects are shown to generalize feangulars ending in velars to
singulars ending in alveopalatals and from singu&rding in alveopalatals to singulars
ending in velars or alveolars. Thus they obsera th attaches to velars and conclude

that it would attach to alveopalatals at least #sno They observe examples of tt i
and take those examples to support adding —i taryednd mapping of [t] onto [},

unlike the Minimal Generalization Learner (Albrigkt Hayes 2003), which comes up

with a much more constrained rule that restrigslitto alveopalatals. In Chapter 4, velar
palatalization is extended to alveolar and sometimeen labial inputs. In Chapter 5, the
most common diminutive suffix —ik is extended bysRian speakers to velar-final stems,
even though such stems are expected to take —ekdpased on the dictionary. Some of

the apparent overgeneralizations, including theegdization fromt tior k tito
t tiare perhaps expected if it is assumed that thgubwf perception is not the identity

of the most probable percept but a probability ridistion over possible percepts, as
proposed by Bayesian approaches (Kruschke 2008y R609), such that a perceiver

hearing [i] assigns some probability to having heardi] [t Others, including the
generalization from ktito p tiappear to be “genuine” overgeneralization duelgol
to product-oriented schemas like “plurals must end i]”, and are much less frequent.

The present data provide very little support foe idea that generalization is

constrained by phonetic naturalness (Wilson 2003062 In artificial languages,

% Maye et al. (2008) cite Maye & Gerken’s (2001)ifing that VOT discrimination learning based on a
bimodal VOT distribution does not appear to geneeahcross places of articulation. It may be theeca
that the type of learning examined by Maye andeegjues is less prone to overgeneralization by sdult
although more work needs to be done.



palatalization is often extended to /t/ but almaster to /p/. While this might be
explained by knowledge that /p/ is unlikely to galae in human languages, a plausible
alternative explanation for this finding may lietime greater similarity betweerijtand

[t i] than between [ and [ti]. Thus, [ti] is likely to be assigned a higher probability
increment during the perception of][than during the perception ofj[p In Russian, k/t
alternation is much more productive than the giternation, which is not predicted by

the Minimal Generalization Learner. This may be laxgd by knowledge of the

unnaturalness of the galternation. A possible alternative explanationyrba provided

by product-oriented generalizations, which are rettracted by the Minimal

Generalization Learner, since [ is much less frequent than it In any case, the

influence of knowledge about phonetic naturalnggsears to be quite limited, since
velar palatalization in Russian is less productiedore the natural triggers, -i and —ik,
than before the unnatural trigger —ok, a patteat th explained by differences in the
lexical distribution of the suffixes.

Elicited production was more product-oriented wherlatively small number of
different wordforms was presented in random ordeantwhen a large number of
different wordforms was presented in singular-plyars. Thus, the relative weighting
of source-oriented and product-oriented generatimatwas shown to be influenced by
the way in which the learners experienced languabes, the grammar extracted by a
learner exposed to a lexicon is influenced not doyythe learner's predispositions
towards certain types of generalizations (e.g.déak & Larson in press, Moreton 2008,
Wilson 2003, 2006) and the amount of evidence tleicbn provides for each

generalization (e.g., Hayes & Wilson 2008) but atsohow easy the evidence is to



“absorb” for the human learner given the charasties (and particularly the temporal
structure) of the learning task.

Learners exposed to either kind of training usemtipct-oriented generalizations
to judge how likely a given plural form is to beethight plural form for a given singular.
This finding suggests that judgments are made kigdanto account the typicality of the
product, and not just the typicality of the soupteduct mapping. There is some
evidence for perception being more product-orietib@sh production in that examples of

t tifavoredt ti and showed a trend towards favoring ki in perception while
disfavoring k ti in production following source-oriented traininghis suggests that

even production likelihood judgment does not prdcdsy simulation of elicited
production (contra Albright & Hayes 2003). | wowdgpect that judgments would match
production even less closely when ‘acceptability’ ‘grammaticality’ are rated. Thus
product-oriented generalizations are suggested lwy @ greater role when a
speaker/hearer judges the grammaticality or acbépyaof a perceived form than when
the same speaker/hearer produces a novel wordfmm & known form of the same
word.

It is important to note that neither experimentat natural language data provide
support for a purely product-oriented model (ByB661) because learners always place
restrictions on source forms that can be mapped anproduct. Thus, even in the
product-oriented training paradigm, learners teotl to map labial-final sources onto

[t i]-final products. At a minimum, learners must realwhich source consonants are

changeable and which product consonants result éftanges to the source, both source-

oriented generalizations, since they are based @amerglizing over source-product



mappings. Thus, the present data support the hgpistthat learners extract both source-

oriented and product-oriented generalizations ,(igrrehumbert 2006).

6.2. Negative product-oriented generalizations an@ptimality Theory

The dominant current approach to phonology is OgliilnTheory (Prince &
Smolensky 1993/2004). In Optimality Theory, thergnaar consists of negative product-
oriented generalizations (markedness constraintssaurce-oriented generalizations
militating against non-identity between morpholadjig related forms (paradigm
uniformity constraintsj° Standard Optimality Theory cannot account forghesent data
because competition between generalizations isvessdy strict ranking (i.e., the
stronger generalization is obeyed all the time)levim the present data competition
between generalizations is resolved stochastiddlbyvever, Smolensky & Legendre
(2006) propose a stochastic version of Optimaltedry, called Harmonic Grammarr,
which is consistent with this aspect of the preskata.

The artificial languages with the largest differeroetween the frequency with
which [ki] is observed (zero) and the frequencyhwithich it is expected to be observed
(languages 2 and 4) are the languages in whichglkdfoduced relatively often. This is
inconsistent with the hypothesis that the learnavsidance of [ki] is a function of the
difference between how often [ki] is observed aod loften it is expected despite the
fact that this difference is a good way to estintageconfidence the learner should have

in the fact that the absence of [ki] in the traghdata is not a statistical accident.

% The job of paradigm uniformity constraints carpaie (and usually is) done by faithfulness constsai
which enforce identity to an underlying form, whishan abstraction over morphgologically relatechts,
rather than directly enforcing identity betweenerved morphologically related forms. The differeige
not essential for the present discussion. Paradigiformity constraints are assumed because theofask
the learner is less complicated if abstracting raehenlying form is not required.



Despite this finding, Harmonic Grammar can accdanthe observed results if it
is coupled with Boersma'’s Gradual Learning Algant(Boersma 1997, Boersma &
Hayes 2001). The Gradual Learning Algorithm takea lexicon of source-product pairs
and attempts to derive each product from the cpomding source given the current
constraint weights (by adding a fixed amount osedb the weights and converting the
resulting noisy weights to a ranking). If the dedyi.e., expected, product does not
match the observed product, the algorithm reduwesveights of constraints that are
violated by the observed product and obeyed bexipected product and increases the
weights of constraints that are violated by theeex@d product and obeyed by the
observed product. All weights are adjusted by #maesamount, which decreases over the
course of training.

This procedure correctly predicts the differenceveen languages 1 and 3 on the
one hand and languages 2 and 4 on the other as$owg assume that the learner has
extracted a general constraint like *i (‘Do not gge products ending in —i’) or oyl
(‘Do not produce products ending in a stop follovilgd-i’). These constraints are in
competition with the constraint militating agaipsbducts ending in —a (*a). In
languages 2 and 4, *i or ol loses to *a more often than *a loses to *i of.&agi.

This is why these languages have more productsigmadian alveolar or a labial
followed by —i than by —a. The opposite is truelforguages 1 and 3. Whenever *i (or
*Cr-congi) loses to *a, the weight of *i (or *Congi) is reduced and products ending in —i,
and specifically, an —i preceded by a stop (inelgdk]), become more likely to be
produced. This increase in [ki] likelihood happemsre often in languages 2 and 4 than

in languages 1 and 3, predicting the retentiorkpbgfore —i to be more common when —



i tends to often attach to non-velars. Importarglyen if there is a more specific
constraint against [Kki] (*ki), it never loses toather constraint in either language, thus its
strength is identical in both. Representative qamst weights are shown in Table 6.1-
6.4. These weightings were obtained in Praat (Boai& Weenink 2009) with

evaluation noise at 0, plasticity set to 10 witthe@rement of 1 and all other settings at
default values. The grammars and training setslawe/n in the Appendix. As the tables
show, the difference in acceptability (shown to l#feof the table) between the [ki] form

and the [ti] form is smaller in Language 2 than in Language 1

Table 6.1. Language 1 under the grammar contaif@®gyngi (a.k.a. *Stopi). The hand
shows the best product for each source. The comisti@e arranged in decreasing weight

order from left to right.



Table 6.2. Language 2 under the grammar contaif@gygi (a.k.a. *Stopi).

Table 6.3. Language 1 under the grammar contaiting



Table 6.4. Language 2 under the grammar contafming

Unlike taking the difference between observed amedipted sequence
probabilities given the observed frequencies olio@nce of parts of the sequence across
contexts, the Gradual Learning Algorithm allows lserved sequences to profit from the
existence of similar sequences, including sequeincekich some element(s) are shared
with the unobserved sequence. Table 6.5 illustthisdeature of the Gradual Learning
Algorithm for a source sequence CD, which is mapm&d a product that either shares
one of its elements with AB or shares neither el@meth it. As can be seen from the
table, the harmony of an AB product is increase&fand CB products occur, provided
that AD, CB, and AB are derived from the same seufdie reasoning is that if AB
consists of subsequences that are avoided, twel @lso be likely to be avoided. By
contrast, the observed-expected difference punségsences that are not observed if
there are similar sequences that are observed $etae observed sequences count as
evidence for the systematicity of the gap. Theoran is that if AB consists of
subsequences that are unobserved, the fact thahtine sequence is unobserved is not

good evidence for the avoidance of the sequendéel@Gradual Learning Algorithm



(and Harmonic Grammar / Optimality Theory with mhgm uniformity more generally),
avoidance of a sequence is not estimated basdteq@raducts but rather based on the
source-product mappings, i.e., it is source-orignidis appears consistent with the

present data.

Table 6.5. The Gradual Learning Algorithm rewareguences for the existence of
similar sequences (iff the similar sequences aneetdfrom the same source). The lower

the harmony, the worse the sequence is estimateel 16

Probability during training Harmony of

CD CB CD AD CD CF|CD ED| CD AB after
training
50 50 0 0 -366
0 0 50 50 -433

The difference between Harmonic Grammar (Smoledskggendre 2006)
learned using the Gradual Learning Algorithm (Bo&asl997) and the Minimal
Generalization Learner (Albright & Hayes 2003)hattHarmonic Grammar predicts that
the existence of a competitor suffix (-a) is neaeg$or the difference between languages
1 and 3 on the one hand and languages 2 and £ aihér to be obtained, since
otherwise the weight of *i is changed only whersiin competition with another
constraint (*a). Minimal Generalization Learner glicts that the removal of examples of

—a from training should not eliminate the differeraetween the two types of languages,

3" The table is created by a grammar containing "8\, *C, *D, *E, *F, *AB, *EF, Ident-C, and Ident-D.
The relative ordering of the harmony values andriportance of attestation of similar strings rattan
frequency are constant across parameter settingshis simulation, evaluation noise was set tmifial
weights were at 100, with default settings forpatameters.



since the learner has more confidence in the ptodiycof ‘just add —i’ when it is
supported by many examples. The same predictialsisobtained for positive product-

oriented generalizations, which are weighted by tiypquency.

6.3. Influences on word learning

In the delayed cued recall tested in the produetrted training paradigm,
learners tend to remember the forms of a word dhatmost helpful for unambiguously
deriving other forms of the same word. In immediegeall examined in the source-
oriented training paradigm, the plural, which alwdgllows the singular during training,
is recalled better than the singular and is ablaftoence the form of the singular’s stem.
While the present study was not designed to addiessquestion of what makes a
wordform memorable, several hypotheses that catedied in the present experimental
paradigm come to mind. For instance, are wordfotha are existing words in the
learner’s lexicon remembered better than wordfattmas are not existing words? That is,
does the learner benefit from having some famillawith the wordform and/or is
hindered by the inappropriate connection to seroarttiat s/he has learned in English?
What is the influence of similarity between diffetevordforms in the artificial lexicon?
Is it easier to remember words that are similam@ny other words in the lexicon, or
those that are relatively distinctive (cf. Stori€l04 vs. Swingley & Aslin 2007)? Do
learners zero in on and memorize exceptions (PitkE&0O), e.g., plurals exemplifying
p pa in languages where the dominant mapping i9i@ What sorts of acoustic and
contextual variability are helpful for word recall?hat is the influence of the connection

to semantics? Are polysemy and homonymy helpfilasmful?



Another interesting question that can be addresgtidthe present paradigm is
how learners acquire the meanings of affixes ahdrotonstructions. For instance, how
do the learners associate the presented affixds plitral semantics? Is the meaning
‘plural’ acquired equally easily from examples diigal wordforms referring to two
referents and multiple referents (Zapf & Smith 2(f08re learners misled by variation in
the exact number of objects presented togetheravghural wordform into thinking that
the suffix means ‘five’, ‘three’, or ‘two’, only #n last possibility being attested in real
languages? Artificial lexicon studies are a prongsivay to address questions like these
because all characteristics of the lexicon andithieing are under direct control of the

experimenter.

6.4. The influence of the learning task on the ardtecture of grammar

A primary aim of the present thesis has been terdehe whether typical
characteristics of the learning task faced by a@eracquiring language naturally may
lead to a preference for product-oriented geneaxtdins over source-oriented
generalizations. To address this issue we may cantpa results of Chapter 3, in which
source-oriented generalizations dominated eliga@dliuction, to the results of Chapter 4,
in which elicited production was product-orientedihe difference between the
experiments reported in Chapter 3 and Chaptertdeidraining paradigm. The training
paradigm used in Chapter 4 is closer to the sdondtced by a language learner ‘in the

wild’ in several respects:



1) the primary aim of the language learner in Chiagt is to learn names for
objects, just as (arguably) in real language legrnivhereas the primary aim of the
learner in Chapter 3 is to extract grammatical lafies;

2) the learner in Chapter 4 is presented with onedferm from a paradigm at a
time, just like a language learner in the wild, hthe learner in Chaper 3 is presented
with pairs of words that share the stem; and

3) the learner in Chapter 4 is able to acquirdeéRkion of the presented language
and, just like the speaker of a natural languages & choice between generating
wordforms on the fly or retrieving them from memouwyhile the learner in Chapter 3
faces an overabundance of confusable stems, weads lhim/her to induce a grammar
without memorizing a lexicon.

Thus, the more natural training paradigm leads noirecreased reliance on
product-oriented generalizations relative to soumgented generalizations. This result
supports the idea that the types of generalizatiozisare relied upon by a speaker/hearer
in extending his/her lexicon are influenced by thay the speaker/hearer experiences
language, and not just by an innate Universal Gramrmsuggesting that even formal
properties of the grammar may be emergent fromtepet of language usage (Bybee
2008). While natural languages seem to prefer peduented generalizations (Becker
& Fanleib 2009, Bybee 2001), this may be due to Wey those languages are
experienced by their learners. Particularly, leesrm®n’'t hear multiple forms of the same
lexeme one after another. If there were a langulagewas acquired in this manner, its
speakers would presumably rely heavily on sourgented generalizations. To conclude,

formal properties of the grammar, including the typeswdés, schemas or constraints



that the grammar consists of, are influenced nst lpy 'the structural properties of the
cognitive system' (Goldrick & Larson in press) laigo by the structure and affordances
of the task faced by the learners as s/he acqgthiessnguage.

At least three predictions for natural languagdlewnfrom the observed effect of
the learning task. First, reliance on source-oedrgeneralizations may be more expected
in non-native speakers of a language, who expezidsmaguage through textbooks that
explicitly teach the reader to conjugate verbs decline nouns, than in native speakers
who experience language one wordform of a time. oS&c source-oriented
generalizations should form when wordforms shamngtem tend to appear in close
temporal proximity. This is, perhaps, the case rioun-adjective pairs of the type
‘electric-electricity’ in English, which are showto be formed using source-oriented
generalizations by Pierrehumbert (2006). Some ptevisupport for this hypothesis is
provided by Morgan et al. (1989) who found that #oguisition of a phrase structure
grammar was facilitated when learners were providéld pairs of sentences that could
be related by pronominalization or movement rukgisviere unable to replicate the effect
with related pairs of sentences being randomly répersed with other, unrelated
sentence?® Finally, product-oriented generalizations may fagored over source-
oriented generalizations especially strongly ifrblb&ve to be acquired over a small set of
word types where the inherently lower type freqyeoicsource-oriented generalizations

is of particular importance.

38 Cf. also Valian & Coulson (1988: 78): "Our actiinfuistic competence, and our acquisition of
competence is mediated by the performance systhat.performance system is a composite of
representational, acquisitional, analytic, and meahabilities. As such, ... it even limits us toqairing a
language only under presentation conditions whiehcagnitively favorable."



6.5. The number of stages underlying grammatical mcessing

A grammar is defined not only by the types of gaheations that compete with
each other during grammatical processing but aysthé set of stages or serially ordered
sets of competing generalizations that underliedtheerved stimulus-response pairings.
In the present thesis, | have shown that velarta@i@ation in a natural language
(Russian) is (surprisingly) a single-stage procdiss: affix choice and stem shape are
chosen simultaneously, rather than the affix bathgsen first and then triggering or
failing to trigger a stem change.

The traditional view of grammar is that phonologjicllanges associated with the
concatenation of a pair of morphemes are triggerkedn the morphemes have already
been chosen (e.g., Halle & Marantz, 1993). Thusirfstance, the speaker may decide to
palatalize or not to palatalize a stem-final corstrafter having chosen to affix —i to the
stem. The alternative is that the speaker is degidietween complete input-output
mappings. Thus, the speaker presented with a raw ehding in [K] would be deciding

between producing something ending in]Jtsomething ending in [ka], or something

ending in [ki] (Bybee, 1985, 2001; Rumelhart & MeCand, 1986; Skousen, 1989).

It appears possible to examine the issue of thebeunof stages underlying
grammatical processing in an artificial languaget s consider two more languages in
which there are two plural suffixes, -i and —a, whe-i always triggers velar
palatalization while —a never does. One of the Uaiggs has an additional rule that says
that —a cannot be attached to stems ending inTl&. other language has a rule that says

that —a should not attach to stems ending in [dkjvel harmony and disharmony are



equally learnable (Pycha et al., 2003), and bothadtested in languages (e.g., Walter,

2008). In both languages, ikit i is exemplified by 10 noun pairs as is aét i and the

selection of —a vs. —i does not depend on the diegerowel if the final consonant of the

singular is not a velar. The two languages are show able 6.6.

Table 6.6. Two languages that can be used to Iestnumber of stages underlying

morphophonological processing.

Language V| Language VI
ik it N
ak ati N
ik ika N 0
ak aka 0 N
{iaftpt } {iaH{tp;t }i M

Now let us consider whether the productivity ofarepalatalization before —i
depends on the vowel of the stem in each of thel&anwguages under the one-stage and
two-stage models. According to the one-stage mdbele is competition between the

complete input-output mappings ki/i_,k ka/i_,k ti/a_,k ka/la__,

C Ci, and C Ca. Velar palatalization happens in a particulartext (e.g., i___ ) if the
palatalizing mapping applicable to that contextsmaver the —a-adding mapping and the
mapping that simply adds -i. Palatalization is presdl to fail before —i if the mapping

that just adds —i wins. The palatalizing mappingsexemplified by the same number of



nouns regardless of context in both languages. Mewen Language |, the —a-adding
mapping is more productive after [a] than after ihile in Language Il it is more
productive after [i] than after [a]. So the paletimlg mapping is less reliable (and more
likely to lose to ‘just add —i’, which is equallglrable in all contexts) after [i] than after
[a] in Language V while the opposite is true in gaage VI.

Now let us consider the two-stage model. The fitsige involves competition
between —i and —a and does not influence the pritlyadf failure of velar palatalization

before -i. If —i is chosen, the second stage ine®leompetition between kt /i__i, k
t /a__i, and ‘do nothing’. The two palatalizing mpams are exemplified by the same

number of noun pairs in both languages and havexweptions, thus being equally
reliable. Therefore, velar palatalization rate lbefei is expected to be constant across
preceding vowel contexts in both languages.

The outlined logic is also applicable to a prodmgented grammar as long as the
grammar includes paradigm uniformity constraintsl #imese constraints are learnable,

rather than innately specified. In a single-stagedpct-oriented grammar, ‘end in it
and ‘end in iti" are equally supported in both languages. Howgeligris often retained

in the plural after [i] in Language V and after [@] Language VI. While a purely
product-oriented grammar cannot include any statésnimat refer to multiple cells in a
morphological paradigm, all extant product-orienteddels do in fact allow a restricted
range of such statements, particularly ones thétatei against differences between
morphologically related forms (formalized as pagadi uniformity constraints in
Optimality Theory, Downing et al., 2005, and asaton lines in Network Theory,

Bybee, 1985, 2001), which, as shown in Chapterel also necessary for restrictions on



the types of input that can correspond to a pddicwoutput (documented by
Pierrehumbert, 2006, among others). If the religbdf a paradigm uniformity constraint
varies by context (and these differences are I&&nainlike in Optimality Theory),
“keep the [K]” is more reliable after [i] in Langga V and after [a] in Language VI.
Therefore, the productivity of velar palatalizatisrexpected to be relatively low after [i]
in Language V and after [a] in Language VI.

In the second stage of the two-stage model, thewolg context is known. Thus,
the second stage competition in a product-oriemb@diel would involve competition

between product-oriented schemas like ‘plurals mestl in [iti] and paradigm

uniformity constraints like ‘a velar in the singuleorresponds to a velar in the plural in

the context i_i’. The product-oriented schemas fangppalatalization (‘end in [af’ and
‘end in [it i]') are supported by the same number of exampiebath languages. The

competing paradigm uniformity constraint ‘keep thetar’ is also equally reliable when
followed by —i regardless of the preceding vowehefefore, learners exposed to
Language V are not expected to differ from learreposed to Language VI in how
productively they palatalize velars before —i. ™@mne prediction is made by the one-
stage model if paradigm uniformity constraints egetricted to a small set of innate
constraints that can refer only to a single segmeiitthe grammar contains exclusively
generalizations over products.

Thus the comparison between Languages V and Vihpdsstage grammars, pure
product-oriented grammars, and product-orientedngrars with context-independent
paradigm uniformity constraints, which predict dl masult, against one-stage grammars

(see Table 6.7).



Table 6.7. Productivity of velar palatalization wifferent contexts depending on

language (V vs. VI) according to various grammatacahitectures.

Grammar Language V| Language V

Single-stage rule-based ii<al ai<il

Single-stage product-oriented with context-sensiti

<

paradigm uniformity constraints

Two-stage ai=il

Single-stage product-oriented with context-indeend

paradigm uniformity constraints

Much of the power of source-oriented, rule-basegr@gches comes from
allowing an unlimited number of processing stageisitervene between the input and the
output (e.g., Port & Leary 2005). On the other hgmdduct-oriented approaches have
argued for minimizing the number of processing esagn the extreme allowing only
single-stage surface-to-surface mappings (Bybeé&,20rzio 2002). Thus an interesting
guestion for future research is whether manipugatire training task in favor of source-
oriented generalizations also makes learners nikaly to favor multistage processing or
if the factors leading to multistage processing diginct from the factors favoring

source-oriented generalizatidh.

39 One possible factor that may influence the chbigiveen two-stage and one-stage processing may be
the amount overlap between sets of factors influrgnchoice in the two stages.



6.6. Individual differences in artificial grammar learning

Learners exhibit a very wide degree of variabiiitythe extent to which they are
able to learn the artificial languages presentedhtm (cf. Breitenstein et al. 2005,
Johnston et al. 1988, Williams 2003, Williams & ladty 2003), in the closeness with
which they match the statistics of the input. Rvasi work (Hudson Kam & Newport
2005) has uncovered differences between childrdradalts. When children are exposed
to an artificial language in which there are twonpeting rules, and the choice between
the rules is random, the children tend to use tmeidant rule 100% of the time, whereas
adults match the relative frequencies of the twlesrun the training data (although see
Roberts 1996 for evidence that children eventubdbrn to match the frequencies of
variable forms in their environment, at least farigble {t;d} deletion in English).

While our subjects were all adults, some exhibfiltlike’ overgeneralization
studied by Hudson Kam and Newport (2005). Howetlres, pattern does not exhaust the
space of observed behaviors. While most subjeditsaiaghly along the diagonal from
always attaching —i rather than —a to non-velac raot palatalizing velars before —i to
never attaching —i to non-velars and always patatg velars before —i, where a given
subject falls on that continuum is only roughly gioted by the training data to which
s/he is exposed. It appears that the learnerf@sbmes aware of the patterns that exist in
the language and only later narrows down the xeafiiequencies of the patterns (cf.
Local 1982). If this is granted, it appears plalesithat the learners in the present
experiments vary in how narrow their estimateshef telative frequencies of competing
patterns in the input are, with output frequen@ésubjects whose estimates of input

frequencies are relatively uncertain being reldyidifficult to predict.



Another parameter along which the learners diffehow much they can escape
native language interference. Previously, Magnusbal. (2003) argued that artificial
lexicons were isolated from the native languagethenbasis of finding within-lexicon
neighborhood density effects on word recognitiommnartificial lexicon but no effect of
English neighborhood density. On the other handllidfis (2003) and Williams &
Lovatt (2003) find that speakers of languages withmmatical gender learn arbitrary
word classes defined by paradigmatic relations eetwaffixes more easily than do
native speakers of languages like English, whichndd have grammatical gender.
Furthermore, the more languages with grammaticadlgea subject knew, the better s/he
performed. These results suggest that prior expegiewith other languages may
influence artificial grammar learning.

While all subjects in the present experiments ukedlural suffixes experienced
during training, three subjects attached Englistrgbl suffixes to a large proportion
(25%-75%) of plural nouns following the vowel indttg the plural in the artificial
language. This occurred despite the subjects beiaged that the language is not
English and that they are NOT to use English plawdfixes. The learners did not attach
English suffixes to plural forms they repeated dgiraining.

It appears important to determine whether frequemsyimation, frequency
matching, and native language interference cogeldth success in learning natural
second languages (as suggested by Williams 2008iakVs & Lovatt 2003). While
Hudson Kam and Newport (2005) suggest that ingbtlit frequency-match makes
children great language learners, it appears impbrto compare language learning

abilities of people that differ in frequency-matodi abilities (and predispositions to



match input frequency) while controlling for agé. Breitenstein et al. 2005, Johnston et
al. 1988, Williams 2003, Williams & Lovatt 2003).06versely, the studies reported in
the present thesis have employed adults, and tligeideye learning strategies of adults are
not necessarily the same as language-learninggieatof children (cf. Hudson Kam &
Newport 2005, Braine et al. 1990), hence it is ingoat to replicate the present studies in
children. Finally, it would be important to determai what cognitive variables are
responsible for the observed differences betweamégs, including differences between
children and adults. An important step in this cli@ has been done by Williams and
Lovatt (2003) who have documented an effect of wayknemory on success in learning

an artificial language.

6.7. Implications for language change

Both positive product-oriented and competing sounmcented generalizations,
which find some support in the artificial grammaperiments supported here, predict
that the more an alternation-triggering affix ati@€ to input that are ineligible to
undergo the rule, the less it is able to trigger aliernation. This hypothesis provides an
explanation for the diachronic finding that two wdocumented paths of change occur
in parallel... First, phonetically conditioned soumtange creates alternations that
gradually acquire morphological or lexical condiileg... Simultaneous]ly]...
productive phonetically conditioned alternation® dikely to become unproductive”
(Bybee 2008: 114). Unless the suffix conditionimgadternation tends to attach mostly to

stems that can alternate, it will eventually Idseability to trigger the alternation.



This hypothesis not only accounts for the tenderafy morphologically
conditioned alternations to lose productivity bigoagenerates predictions about which
suffixes are likely to be good triggers of an altron, and which ones should be poor
triggers. These predictions are confirmed by tha &fam velar palatalization in Russian,
which is productively triggered by —ok and —ek, @hattach mostly to velar-final inputs,
but not by —ik and —i, which tend not to attachviar-final inputs. The data from
artificial languages provides support for the hyyesized direction of influence: if one
manipulates how often a suffix attaches to velaaifstems in an artificial language, one
also influences how productive velar palatalizai®mo learners who are exposed to the
language.

In both of the artificial language experiments né@d in the present thesis, there
is a tendency for subjects exposed to velar patatan to infer the existence of alveolar
palatalization. This finding makes it tempting tonclude that, insofar as language
change is driven by learning biases (see Aitchi$881:180, Bybee 2001:77-85, and
Kerswill 1996 for discussion of alternatives), galaation should extend from velar
source forms to alveolar source forms. Howevas itnportant to realize that the present
experiments examine only a single ‘generation’eairhers of the artificial languages. An
important question that can not be answered bythsent studies is if the direction of
change will remain constant when multiple generetiare stacked in an iterated learning
experiment (Kalish et al. 2007, Kirby et al. 2088)that the language system induced by
generation n-1 generates the data that are useérmsration n to induce their language
system. While Bybee (2008: 120) writes that “phanehange in a certain direction tends

to continue”, oscillatory patterns are also poss{®Wedel 2006). The two alternatives can



be exemplified by the case in which generation 2oanters a language in which a

singular-final /k/ always corresponds to a pluiakf /t i/ but a singular-final /t/ only
rarely corresponds to a plural-final iff most often corresponding to /ti/, i.e., the

language implied by the productions of subjectsmin experiments (Generation 1).

Generation 2 has a choice of whether to extend the pattern (moving the language in

the same direction as the previous generationegularize unpredictable variation in
favor of the dominant t ti pattern (returning the language to its origistate). It is only
by examining iterated learning (Kalish et al. 20Ritpy et al. 2008) that we can delimit

possible trajectories of learning-driven langualgange.

6.8. Summary

Jenkins (1979) and Roediger (2008) write of the(tist’s tetrahedron”, shown
in Figure 6.1, which defines the space of inteoaxti among experimental variables.
Thus, type of training may interact with type oétiag, stimuli presented, and participant
characteristics. In the present study, | examiredinteractions between training type
(source-oriented vs. product-oriented), charadiesioof the language presented to the
learners (whether the affix that was shown to precteding velars into alveopalatals was
also shown to often attached to labials and alvepknd whether it was also shown to
attach to alveopalatals), and testing type (elicjpeoduction of a plural from a singular
vs. rating the likelihood that the presented plusathe right plural for the presented
singular). The possible interactions with participaharacteristics remains a matter for

future research.



Figure 6.1. The theorist’s tetrahedron (based okide 1979, Roediger 2008) applied to

the present thesis. The highlighted face showgxhenined interactions.

Characteristics of the training task are showmfluénce the extent to which
learners rely on source-oriented vs. product-oemeneralizations in both rating and
elicited production. Following training in whichsanall number of word types is
presented often and pairs of wordforms sharingémee stem do not co-occur more often
than one would expect by chance, the learners éxtelar palatalization to alveolar
sources and consider examples of alveopalatal ssiln&ing mapped onto products

ending in [ti] to support mapping velar sources onto productirg in [ti]. Following

training in which singulars and plurals are presdmntext to each other and a large
number of word types is presented, velar palatidizaemains restricted to velars in
production and examples of alveopalatal sourcasgomiapped onto products ending in

[t i] are taken to support the generalization thaheauld simply be added to an



alveopalatal or a velar to form the plural. Thessuits support the hypothesis that the
shape of the grammar extracted by a learner frterieon depends on how the lexicon is
presented to the learner (e.g., Morgan et al. 1989) the nature of the learning
situation, and not just on lexical statistics amaiite biases the learner brings to the task.

Despite the observed interaction of the lexicaigias of an artificial language
and the training task, there are observationshiblat across training tasks and are also
supported by data from natural languages. One geclralization is that learners induce
both product-oriented and source-oriented genextadizs. Thus, learners exposed to a
lexicon of singular and plural form learn at ledstvhat typical plurals and singulars are
like, 2) which segments of the singular form mustétained in the plural, and 3) which
segments of the plural form must be retained irsthgular.

Across training paradigms and languages, compeggngralizations are weighted
relative to each other stochastically. Thus, le@obey competing generalizations in
proportion to how much statistical support each jgetitor receives from the training
data, rather than obeying the most strongly supdarbmpetitor 100% of the time (cf.
Albright & Hayes 2003). This is consistent with@revidence from English past tense
where nonce probes that are similar to regularsrarb more likely to be produced
according to a regular pattern compared to nongkg¥ that are similar to neither
regulars nor irregulars, despite the fact thatrdggilar pattern is the strongest of the
competing patterns for both classes of probes @ib& Hayes 2003). It is also
consistent with evidence that children learn toanahe frequencies with which variable
rules are obeyed by their parents (Roberts 19963 rEsult supports the hypothesis that

human language learners attempt to match frequenti®rms and patterns in the



environment (see, e.g., Roberts 1996) and is naistent with the hypothesis that
learners attempt to optimize accuracy of generadizan terms of the number of correct
forms produced, a goal best achieved by obeyingiibs reliable pattern 100% of the
time (Hudson Kam & Newport 2005).

Learners do not obey the Subset Principle (e.gwiBk 1986, Hale & Reiss
2003), which would predict that the learners shaundtlice the most specific
generalizations consistent with the training datee observed overgeneralization
patterns are expected if we assume a Bayesianagpto speech perception and word
recognition, in which the output of perception ¢ the identity of the most likely
structure but rather a probability distribution ppessible structures. For instance, when
presented with a [t] [t'i] pairing the listener is expected to assign spmubability to

having heard [t] [t i] thus considering the possibility of alveolar giallization, which is

never presented to the learners but is rated aptatde by them in both training

paradigms and is produced relatively frequentlgrgfroduct-oriented training.

6.9. Conclusion

In this thesis, | have proposed that grammars agts f competing
generalizations. The full set of generalizationsnpdsing a grammar is divided into
smaller sets, or processing stages, with genetiaimain each set weighted relative to
each other based on how much evidence for eachrajmation is provided by the
linguistic data in the environment of the learnkrhave provided an experimental
approach to address the questions of 1) what tgpgeneralizations are extracted from

the linguistic data (i.e., both product-oriented darsource-oriented positive



generalizations), 2) how the generalizations anaddd up into sets of competing
generalizations (e.g., the choice of the affix ath® stem shape being chosen
simultaneously, with production and perception grears being separate systems, or at
least separate sets of weightings), and 3) how dheice between competing
generalizations is accomplished (i.e., stochagsyical

The learner seems to extract both source-oriented product-oriented
generalizations from the linguistic data, and tdghte the extracted generalizations in
slightly different ways for the purposes of prodoctand rating. The influence of the
training task on the extracted grammar suggeststhiealearner generalizes over words
that s/he experiences in close temporal proximatyich tends to disfavor source-oriented
generalizations in natural language learning wlere might hear, e.g., a number of
plural nouns in rapid succession and only rarelyeeilence a pair of words differing only
in the plural inflection next to each other.

While the learner has often been assumed to beregty conservative, coming
up with the most constrained generalizations ctesiswith the training data (e.g.,
Berwick 1986, Hale & Reiss 2003), the present date not consistent with this
hypothesis. | would like to suggest that there giacipled reason for this inconsistency,
which is that the output of perception is not tthentity of the most probable structure but
a probability distribution over a set of possiblaistures. Thus, when a certain stimulus
is presented, stimuli that are similar to the onesented become more probable for the
learner perceiving the stimulus.

Artificial grammar experiments combined with corpugpological and wug

studies of natural languages provide a promising vea address the architecture of



grammar, the biases (different kinds of) peopla&ditio the task of learning it, and the
directions in which these learning biases may diavguage change. While | hope only
to have scratched the surface of a little corngheffield (the morphophonology of velar
palatalization is of course not all there is toglrstics), it is my hope that the
experimental methods developed here will be helfdul finding the competing sets
(a.k.a. boxes) of generalizations and enumeratiagy t(struggling) contents in other

corners of linguistics as well.



APPENDIX1: GRAMMARS AND TRAINING SETS FOR THEGRADUAL LEARNING ALGORITHM
The grammar file for Tables 6.1-6.2:

"ooTextFile"

"OTGrammar 2"

<HarmonicGrammar>

0.0 !leak

5 I number of constraints

"*Stopi" 100 100 1

"*a" 100 100 1

"ldent-velar" 1000 1000 1

"ldent-alveolar" 1000 1000 1

"ldent-labial" 1000 1000 1

0 ! number of fixed rankings

4 ! number of accepted inputs

"k" 3 'input form with number of output candidates
"ki"1 000 0! first candidate with violation S
"ka" 0 1 00 0! second candidate with violatio ns
"Ci"00100

"t" 3
"1i"10000
"ta"01000
"Ci"00010

0" 3
"pi"10000
"pa" 01000
"Ci"00001

The grammar file for Tables 6.3-6.4:

"ooTextFile"

"OTGrammar 2"

<HarmonicGrammar>

0.0 !leak

6 ! number of constraints

"*a" 100 100 1

™" 100 100 1

"*ki" 100 100 1

"ldent-velar" 1000 1000 1

"ldent-alveolar" 1000 1000 1

"ldent-labial” 1000 1000 1

0 ! number of fixed rankings

3 ! number of accepted inputs

"k" 3 'input form with number of output candidates
"ki"0 1100 0! first candidate with violati ons
"ka"1 00 00 0! second candidate with violat ions



"Ci"010100
"1 3
"ti"010000
"@"100000
"Ci"000010
"0 3
"pi"010000
‘pa"100000
"Ci"000001

The training set for Tables 6.1, 6.3:

"ooTextFile"
"PairDistribution”
5 pairs

"k" "Ci" 100

"t" "ti" 25

"t""ta" 75

"p" "pi" 25

"p" "pa" 75

The training set for Tables 6.2, 6.4:

"ooTextFile"
"PairDistribution”
5 pairs

"k" "Ci" 100

"t" "ti" 75

"t" "ta" 25

"p" "pi" 75

p" "pa" 25

The grammar file for Table 6.5:

"ooTextFile"
"OTGrammar 2"
<HarmonicGrammar>

0.0 !'leak

10 ! number of constraints
"*A" 100 100 1

"*B" 100 100 1

"C" 100 100 1

"*D" 100 100 1

"E" 100 100 1



"*F" 100 100 1

"*AB" 100 100 1

"*EF" 100 100 1

"Ident-C" 100 100 1

"Ident-D" 100 100 1

0 ! number of fixed rankings

1 ! number of accepted inputs

"CD" 7 !'input form with number of output candidate
"AB"1100001011!first candidate with

violations
"CB"011000000 1!second candidate wit

violations
"AD"1001000010
"CD"0011000000
"CF'0010010001
"ED"0001100010
"EF"0000110011

Training sets for Table 6.5:

"ooTextFile"
"PairDistribution”
7 pairs
"CD""AB" O
"CD" "AD" 50
"CD""CB" 50
"CD""CD" 0
"CD""ED" O
"CD""CF"0
"CD""EF"0

"ooTextFile"
"PairDistribution”
7 pairs
"CD""AB" O
"CD""AD" 0
"CD""CB"O0
"CD""CD" 0
"CD" "ED" 50
"CD""CF" 50
"CD""EF"0
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