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Abstract

Fault-tolerant real-time distributed control systems are being developed for next-generation aircraft and automobiles. They employ numerous complex protocols; because their uses are safety-critical, the design and implementation of these protocols must be error-free. The following modeling considerations make the formal verification of these protocols difficult: faults, real-time constraints, distributed control, nonfunctional behavioral requirements, and intricate protocol interactions. We describe a methodology for the formal verification of time-triggered systems, a class of synchronized fault-tolerant control and communication architectures.

The methodology centers around the distinct timing assumptions made in time-triggered systems. First, we describe a set of abstractions for specifying time-triggered protocols in an untimed synchronous model of computation that is particularly well-suited for mechanical theorem-proving. The abstractions systematically abstract faults, data, communication, and fault-masking. An untimed synchronous specification simplifies the specification and verification overhead, but a large semantic gap exists between the timing characteristics of an untimed protocol specification and its implementation. We therefore extend previous work to formally demonstrate via mechanical theorem-proving that under certain assumptions, a simulation exists between a time-triggered implementation of a protocol and its untimed synchronous specification. We then use a combination of bounded model-checking and automated solvers to verify that realized protocol schedules satisfy the necessary time-triggered assumptions. Finally, some protocols do not satisfy the time-triggered model constraints due
to the fact they execute when the system is unsynchronized, such as during startup or
restart. We also use bounded model-checking and automated solvers to verify explicit
real-time models of such protocols.

The methodology is demonstrated by verifying NASA Langley’s SPIDER fly-by-
wire bus architecture.
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CHAPTER 1

Introduction

Digital control systems are being designed for use in safety-critical contexts such as automobiles ("drive-by-wire") and commercial aircraft ("fly-by-wire") [2–6]. Safety-critical systems embedded in commercial aircraft must have a failure rate no worse than $10^{-9}$ per hour of operation [7, 8]. A design error causing a system to fail more often—say once in $10^8$ hours—is unacceptable, yet it is infeasible to determine whether a system has this reliability through testing alone [9].

The inability to demonstrate correctness through testing motivates us to prove these systems are correct. A variety of protocols are executed in drive-by-wire and fly-by-wire systems. The following considerations make the formal modeling and verification of these protocols difficult: faults, distributed control, nonfunctional behavioral requirements, and intricate protocol interactions. Furthermore, regardless of the protocol or correctness condition to be proved, one must address the real-time properties of these systems and protocols. The specific class of systems considered in this dissertation are *time-triggered systems*. Time-triggered systems are implemented as distributed systems in which each node in the system is independently-clocked, and synchronization mechanisms maintain agreement among these local clocks [8]. Time-triggered systems and their protocols make multiple real-time assumptions and guarantees dependent on the system state; therefore, a variety of real-time models are used in their specification and verification. Under normal operating conditions, these systems maintain tight synchronization among the distributed nodes. When the nodes are tightly synchronized, the temporal behavior of the system can be abstracted
as if the nodes execute in lock-step. This sort of model is the *synchronous model* or
*untimed model*. The synchronous abstraction depends on a *realization* (i.e., a concrete implementation – hardware and/or software executing on hardware) satisfying key properties regarding scheduling, message delays, clock skew, message-reception windows, and so on. A more fine-grained model that addresses these properties for time-triggered systems is the *time-triggered model*. Finally, time-triggered systems have states in which the temporal assumptions made in the time-triggered model are not satisfied. In these cases, a more general timing model, such as the *partially-synchronous model* is required. This dissertation develops a methodology for reasoning within and between these three timing models for time-triggered systems.

The first contribution is a set of abstractions for specifying time-triggered protocols in a synchronous model that is suited for verification in a higher-order logic mechanical theorem-prover; in particular, these abstractions model messages, faults, fault-masking computations, and communication.

A synchronous specification simplifies the specification and verification overhead by eliminating timing concerns, but a large semantic gap remains between the timing characteristics of a synchronous protocol specification and its implementation. Therefore, in the second contribution, the time-triggered model [10] is generalized, and arbitrary algorithms in the generalization are proved, using mechanical theorem-proving, to implement their synchronous specifications. We then describe the use of an automated theorem-proving technique that combines bounded model-checking with automated solvers for proving safety properties in infinite-state systems. The technique is used to verify that the protocol implementation schedules satisfy the time-triggered model constraints.

Finally, there are cases in which the time-triggered assumptions cannot be assumed to hold. In particular, because time-triggered systems are safety-critical, they
are designed to tolerate faults. The occurrence of faults can drive a time-triggered
system into a state in which the assumptions do not hold. For protocols executing
in these states, our third contribution is a description of how to use the same com-
bination of bounded model-checking and automated solvers to verify parameterized
real-time specifications of the protocols.

The motivating case-study to which we apply the methodology developed in this
work is the SPIDER family time-triggered bus architecture being developed at the
NASA Langley Research Center [11,12]. All of the specifications and proofs described
herein are provided online [13].

1. Motivation and Approach

1.1. Motivation. Proving the correctness of an entire industrial-scale system
such as SPIDER is infeasible, or at least, it would be the outcome of a “grand
challenge” similar in spirit to the ones outlined by Hoare and Moore [14,15]. There-
fore, a preliminary challenge is to determine those aspects of the system in greatest
need of formal analysis and for which the analysis is feasible.

In this work, we focus on the communication protocols that provide essential
system services and fault-tolerance. One motivation is that the protocols are spec-
ifications of behavior, and a flawed specification results in flawed implementations.
In our case, we are dealing with real-time fault-tolerant protocols, which are partic-
ularly complex, and previous designs have been subtly flawed [16,17]. Furthermore,
the protocols are the most novel aspect of the design of SPIDER and similar bus archi-
tectures. Once the protocols are specified, the design of the hardware and interfaces
of the replicated nodes may be substantial but is largely routine.

After determining what is to be verified, the next question is how to approach the
verification. A way to reduce the complexity of formally verifying an industrial-scale
system is to develop models that distinguish aspects of its design. Johnson identifies four general aspects – the “ABCD’s” – of system design: architecture, behavior, coordination, and data [18]. Each aspect requires a different perspective. Some prominent characteristics of SPIDER that make its formal verification challenging are instances of the ABCD’s:

- **Architecture**: The number of nodes and interconnects in the topology is parameterized (SPIDER is a family of architectures).
- **Behavior**: The protocols are complex and interdependent.
- **Coordination**: The nodes are independently-clocked, yet communication has hard real-time deadlines.
- **Data**: The system is designed to be able to pass multiple kinds of data (e.g., clock readings, diagnostic data, sensor readings) and to tolerate data faults.

This work can be understood as developing a set of models for reasoning about the ABCD’s of safety-critical real-time embedded systems, with an emphasis on behavior and coordination. The synchronous model emphasizes behavior while abstracting issues relating to architecture, coordination, and data. The time-triggered model emphases coordination, and we show how to ensure this model is consistent with the behavioral model. The partially-synchronous model, however, emphasizes both behavior and coordination, while abstracting architecture and data. Because it emphasizes more than one design aspect, it is the most complex and detailed of the models. To reduce the complexity in reasoning within this model, we use a highly automated tool and reserve the model for only those cases in which behavior and coordination must be reasoned about simultaneously.

Of the four aspects, coordination is the most difficult to reason about in fault-tolerant systems. Real-time behavior in and of itself is notoriously difficult to get
correct since it requires modeling (some degree of) temporal nondeterminism. Reasoning about fault-tolerance, even in the synchronous model, requires modeling nondeterministic behavior and data modifications introduced by faults. Thus, reasoning about real-time fault-tolerance requires a model of both sorts of nondeterminism as well as the additional temporal nondeterminism faults may introduce. Therefore, we emphasize temporal abstractions in this work. By minimizing the amount of reasoning that is carried out in a real-time model, the verification effort becomes manageable.

Finally, we do not develop specialized tools or specification languages. Our work suggests that off-the-shelf tools are adequate for tackling industrial-scale formal verification challenges. PVS is a mature tool and has been widely applied. SAL is more recent, but it incorporates technology that has been shown to reduce the verification effort required in a mechanical theorem-proving approach by orders of magnitude for some real-time verifications [19]. Furthermore, the strong similarities between the languages of PVS and SAL simplify heterogeneous approaches to formal reasoning. The heterogeneous reasoning we carry out is an instance of a more general effort to integrate tools for formal specification and verification [20–22].

1.2. Approach. The methodology as applied to SPIDER is illustrated in Figure 1. Four protocols essential to SPIDER are shown: an interactive consistency protocol (IC Protocol), a distributed diagnosis protocol (DD Protocol), a clock synchronization protocol (CS Protocol), and a reintegration protocol (RI Protocol). Of these four protocols, three have synchronous specifications, as depicted. The protocols are interdependent, such that the guarantees provided by one protocol (the satisfied by relation) serve as assumptions or preconditions for another (the assumes relation). In particular, both the interactive consistency and distributed diagnosis protocols depend on the correctness of the clock synchronization protocol, and the clock synchronization protocol depends on the correctness of the distributed diagnosis
1. MOTIVATION AND APPROACH

protocol. The formulation\(^1\) and verification of protocols at this level of abstraction is carried out using a mechanical theorem-prover; we use PVS \([23]\).

\(^1\)The mathematical *formalization* of a model or proof, which can be done with paper and pencil, should not be confused with its *formulation* in the language of a mechanical theorem-prover or model checker. Nevertheless, the semantics of the language in which a formulation is given attach a formalization to a formulation.
As demonstrated by Rushby [10], the timing requirements for an arbitrary time-triggered protocol can be formulated in PVS, and then a theorem can be proved stating that if these timing requirements are satisfied, a time-triggered protocol implements its synchronous specification. The theorem is represented by the *implements* relation between the time-triggered timing requirements block and the synchronous model. The Symbolic Analysis Laboratory (SAL) [24], which implements an infinite-state bounded model-checker, is then used to verify that the implementation schedules satisfy the time-triggered model constraints. This verification is decomposed so that the scheduling characteristics of each protocol can be verified independently, and the verification is automatic. This is demonstrated using the schedules from the VHDL for the latest FPGA-based prototype of SPIDER’s underlying bus [11].

Finally, the reintegration protocol is a partially-synchronous protocol that cannot be meaningfully abstracted in the time-triggered or the synchronous models. We again use SAL to verify the correctness of the reintegration protocol in a real-time model. The SAL automated solvers allow us to complete a proof parameterized over a range of real-time values.

In general, verification should occur at the most abstract level that does not omit the important characteristics to be verified. Furthermore, in a time-triggered system, protocols do not execute in isolation. The protocols are tightly integrated and interdependent. In describing future work in the formal verification of the Time-Triggered Architecture (TTA), one particular time-triggered system, Rushby describes the importance of formally modeling and reasoning about the system-wide properties that “emerge” from individual protocols behaving and interacting correctly:

What makes TTA useful are not the individual properties of its constituent protocols, but the emergent properties that come about
through their combination. These emergent properties are understood by the designers and advocates of TTA, but they have not been articulated formally in ways that are fully satisfactory, and I consider this the most important and interesting of the tasks that remain in the formal analysis of TTA [25].

Specifying and verifying these emergent properties can be simplified if the interdependent protocols are specified in the same timing model. For example, in TTP/C (a version of TTA), for the clock synchronization protocol to behave correctly, diagnostic correctness conditions must be satisfied. The three essential correctness conditions are as follows [26].

- **Agreement**: nonfaulty nodes agree as to which nodes are faulty;
- **Self-Diagnosis**: faulty nodes diagnose themselves as faulty;
- **Validity**: nonfaulty nodes can believe that no more than one faulty node is nonfaulty.

The satisfaction of these conditions depends on the diagnosis protocol being correct. On the other hand, the diagnosis protocol requires that the clocks of nonfaulty nodes be synchronized within a small skew, which depends on the clock synchronization protocol being correct. Specifying these two protocols in distinct timing models makes it difficult to reason about their interdependence. This is the approach taken in one verification of the TTA: the TTP/C diagnosis protocol is verified in a synchronous model, the TTP/C clock synchronization protocol is verified in a partially-synchronous model, and then these models are related in an assume-guarantee style proof, all of which is carried out in the PVS mechanical theorem-prover [26]. While feasible, the approach is substantial and can require on the order of engineer-years to complete for detailed models of these protocols.
A more automated approach is described herein in which we combine the use of mechanical theorem-proving and infinite-state bounded model-checking. Mechanical theorem-proving is necessary in the specification and verification of fault-tolerant synchronous protocols that require reasoning about parameterized models (e.g., proofs for an arbitrary number of nodes in the distributed system), complex fault-hypotheses\cite{27}, complex distributed computations, and non-executable specifications; more automated tools are currently inadequate for this sort of reasoning. However, the verification cost is incurred once for a family of protocols at this level of abstraction. To connect these specifications to their implementations, we develop a refinement mapping from synchronous specifications to time-triggered implementations and use mechanical theorem-proving to verify the correctness of the mapping abstractly, but then use highly-automated infinite-state bounded model-checking to demonstrate that a particular protocol implementation satisfies the conditions necessary to instantiate the mapping.

\section{Outline}

In Chapter 2, we describe preliminary concepts of this work as well as present related work. In Chapter 3, we present the synchronous model and abstractions for specification and verification in the model. In Chapter 4, the time-triggered model is presented, and we describe how to prove a time-triggered specification implements a synchronous specification. We also demonstrate how to prove that a realized protocol schedule satisfies the constraints of the time-triggered model. In Chapter 5, we describe the use of a recently-developed real-time verification technique to specify and verify protocols in the partially-synchronous model.

Chapter 4 borrows heavily from a formal specification and verification of the time-triggered model presented by Rushby\cite{10}; Appendix A gives proofs of inconsistency.
for axioms in his presentation, and it gives appropriate replacements for the inconsistent axioms [28].

Full specifications and proof scripts of the work described herein can be found on-line [13].
CHAPTER 2

Preliminaries & Related Work

1. Fault-Tolerant Distributed Systems

Introductory material on the foundations of distributed systems and algorithms can be found in Lynch’s textbook [29]. Some examples of systems that have fault-tolerant distributed implementations are databases, operating systems, communication buses, file systems, and server groups [7,30,31].

A distributed system is modeled as a graph with directed edges. Vertices are called nodes or processes. Directed edges are called communication channels or channels. If channel c points from node p to node p', then p can send messages over c to p', and p' can receive messages over c from p. In this context, p is the sending node or sender, and p' is the receiving node or receiver. Channels may point from a node to itself.

The terms failure, error, and fault have technical meanings in the fault-tolerance literature. A failure occurs when a system is unable to provide its required functions. An error is “that part of the system state which is liable to lead to subsequent failure,” while a fault is “the adjudged or hypothesized cause of an error” [32]. For example, a sensor may break due to a fault introduced by overheating. The sensor reading error may then lead to system failure. A fault-tolerant system is one that continues to provide its required functionality in the presence of faults. A fault-tolerant system must not contain a single point of failure such that if that single subsystem fails, the entire system fails (for the faults tolerated). Thus, fault-tolerant systems are often implemented as distributed collections of nodes such that a fault that affects one
node will not adversely affect the whole system’s functionality. This type of system is referred to as a \textit{fault-tolerant distributed system}.

2. Time-Triggered Systems

Distributed systems coordinate the times at which computation and communication takes place. Events that cause these actions to occur are called \textit{triggers}. In real-time distributed systems, there are two approaches for implementing triggers, \textit{event-triggering} and \textit{time-triggering}. Event-triggers signal the occurrence of some event, e.g., a sensor reaches some threshold. Time-triggers signal some predetermined time has been reached \cite{8, p. 15}. Time-triggers can be considered a special case of event-triggers insofar as they signal the occurrence of an oscillator reaching a threshold \cite{33}.

Because the execution of a time-triggered system is driven by the passage of time, it is imperative that the nodes in the system are synchronized and that they agree with the \textit{real time} or “wall-clock time”. If nodes are unsynchronized, then even if they share the same schedule of events, the time at which one node takes an action and the time at which another may expect that action to be taken may differ. Likewise, if the nodes do not agree with real time, then an external component cannot predict when the system will perform some action, even if that component knows the schedule. For example, a time-triggered system may drive an actuator for a motor, and the motor may need to be actuated every ten milliseconds to operate correctly.

There are two means by which synchronization can be achieved. The first and most obvious is if all the nodes in the system share an independent global clock that maintains a precise record of real time. However, often no global clock can be realized, and in a fault-tolerant system, it would represent a single point of failure. A second strategy is for each node to have its own clock. In this case, the nodes
must synchronize their clocks to ensure agreement with each other and with real time. Maintaining synchrony requires the nodes to preserve the *precision* of the local clocks, and maintaining agreement with real time (within a linear envelope) requires the nodes to preserve the *accuracy* of the local clocks [34]. Precision and accuracy can be achieved by periodically executing a clock synchronization protocol [35].

Time-triggered implementations have characteristics that make them attractive for use in real-time safety-critical systems [7, 8]. The execution of a time-triggered system is driven by a schedule agreed upon by the nodes in the system. Therefore, time-triggered systems can reduce the risk of faults propagating from one node to another. Each node knows when to expect certain messages from other nodes. Similarly, time-triggered systems can be easier to compose, and they can ensure hard real-time deadlines are met.

The main disadvantage of time-triggered systems as compared to event-triggered ones is that they are bound to their schedule and can therefore be inflexible in responding to external demands. This can be mitigated by introducing a *dynamic schedule*, as opposed to a *static schedule* [8]. A static schedule is loaded off-line before the system is started. A dynamic schedules can be loaded and unloaded on-line, in response to system demands.

A time-triggered system is designed to maintain synchrony the vast majority of time during which it is operable. However, there are “corner cases” during which the system will not be synchronized, and a system must contain protocols that behave correctly despite the lack of synchrony in these situations. After power-up, there may be a large skew (on the order of seconds) between the time at which the nodes become active. A similar situation occurs during a restart. Restart can be either manual, such as when it is triggered by a human operator, or automatic. Automatic restart can be triggered by massive correlated faults in the system. A special case of restart is when
a single node restarts independently of the rest of the system. If a node determines itself to have suffered a fault, it may attempt to restart itself and reintegrate with the other nodes in the system. Fault-tolerant protocols that behave correctly despite the lack of synchrony are used to gain synchronization in these corner cases.

3. Time-Triggered Bus Architectures

Safety-critical bus architectures are a kind of time-triggered system being developed for drive-by-wire and fly-by-wire applications. A generic example of such a bus architecture is presented in Figure 1. There are three essential components in the architecture. The hosts are computing platforms distributed throughout a vehicle. Associated with each host may be sensors and actuators for one or more physical plants, such as an engine or braking system. As illustrated, these platforms may host various distributed control applications. For example, an automobile may have both steer-by-wire and brake-by-wire control applications, and the applications may reside on the replicated microprocessors that are distributed at each wheel. Each host may have sensors to measure the wheel’s skew, rotational velocity, acceleration, etc., and actuators to control these attributes. The bus interface units (BIUs) are the interfaces between the hosts and the interconnect through which communication takes place. In the figure, the BIUs reside in between the hosts and interconnect. Depending on the architecture, the BIUs may physically be part of the hosts or distinct from them [7]. The entire system, including the hosts, BIUs, and interconnect, is the bus architecture.

In our context, the bus is conceptual rather than physical. The realization of the bus and what is considered to belong to it depends on the implementation. For example, in SPIDER (Section 4), the BIUs are considered to be part of the bus,
whereas in SAFEm [36], the BIUs are considered to be distinct from it. The bus may have a distributed implementation.

If the bus itself has a distributed implementation, then a bus architecture is a “second-order” distributed system: it is a distributed system at the application level, since applications are distributed over the hosts, as well as the at the bus level. The two levels of distribution increases the conceptual complexity of a distributed bus architecture. Nevertheless, the bus level distribution should be transparent to the hosts and applications; to them, the bus appears to be a single highly-reliable interconnect. A time-triggered bus architecture is distinguished by the property that essential bus-related activities are governed by a global schedule.

3.1. Desiderata. Bus architectures are designed to satisfy four essential desiderata: fault-tolerance, integration, partitioning, and predictability.

3.1.1. Fault-Tolerance. Fault-tolerant bus architectures must be extremely reliable as compared to off-the-shelf hardware components. Safety-critical applications
in commercial aircraft must have failure rates no worse than $10^{-9}$ per hour of operation. Because bus architectures may support many applications, their failure rates in commercial aircraft must be no worse than $10^{-10}$ per hour of operation \cite{7,8}. Because physical components fail at a higher rate, these systems must be designed to tolerate faults. Various mechanisms are incorporated into the design to ensure as many faults as possible are caught and appropriately handled.

System-wide fault-tolerance depends on the existence of fault-containment regions (FCRs) \cite{7,37}. FCRs are regions in a system designed to ensure faults do not propagate to other regions. The easiest way to ensure this is to completely isolate separate FCRs. However, because separate FCRs may need to communicate, they share intercommunication channels. Care must be taken to ensure faults cannot propagate over these channels.

What constitutes an FCR depends on the architecture, protocols, and hypothesized faults for the system. In general, a host and its associated BIU should be in a FCR that is distinct from FCRs of the other hosts and BIUs. Even a host and its BIU may be in separate FCRs. Additional FCRs may exist in the architecture; see Section 4 for an example. Generally, physical faults in separate FCRs are statistically independent, but under exceptional circumstances, simultaneous faults may be observed in FCRs. For example, widespread high-intensity radiation may affect multiple FCRs.

Faults can be classified according to the hybrid fault model of Thambidurai and Park \cite{38}. The fault model, along with abstractions for it, are described in detail in Section 3 of Chapter 3. Briefly, all non-faulty nodes are also said to be good. A node is called benign, or manifest, if it sends only benign messages. Benign messages abstract various sorts of misbehavior. A message that is sufficiently garbled during
transmission may be caught by an error-checking code and deemed benign. In syn-
chronized systems with global communication schedules, messages not received when
expected and messages received but unexpected by their recipients are considered to
be benign. A node is called symmetric if it sends every receiver the same message,
but these messages may be arbitrary. A node is called asymmetric or Byzantine if it
arbitrarily sends different messages to different receivers [39].

A maximum fault assumption (MFA) states the maximum kind, number, and ar-
rival rate of faults for each FCR under which the system is hypothesized to operate
correctly. If the MFA is violated, the system may behave arbitrarily. Therefore,
the formal verification of a fault-tolerant system or protocol is always under the
assumption of some MFA. The satisfaction of the MFA itself is established by sta-
tistical models that take into account experimental data regarding the reliability of
the hardware, the environment, and other relevant factors [40]. For example, for bus
architectures designed for commercial aircraft, statistical analysis should ensure that
the probability of their MFAs being violated is less than $10^{-10}$ per hour of operation.
Even if a system is proved to behave correctly under its MFA, but the probability of
the MFA being violated is too high, the system will not reliably serve its intended
function.

3.1.2. Integration. In a single vehicle, multiple control systems, or functions, as
they are known in avionics, may be implemented. For example, an automobile may be
designed with digitally-controlled braking, steering, and throttling systems. Imple-
menting separate buses for each system increases the cost, weight, power consumption,
hardware volume, and wiring volume. Furthermore, advanced integrated by-wire sys-
tems may be interdependent; for instance, the braking system may behave differently
if the steering system notifies it that the vehicle is turning sharply. For these reasons,
a bus architecture should allow these multiple control systems to be composed. Ideally, the architecture provides a simple interface for integrating off-the-shelf control applications.

Besides the advantages described above, a single bus architecture allows fault-tolerance to be centralized. Without a centralized bus architecture, each system must implement fault-tolerant mechanisms. The fault-tolerance mechanisms for each system are often similar, and if they are implemented once at the bus level (keeping in mind that the bus itself is a distributed system), excessive redundancy of these mechanisms may be eliminated. Furthermore, the integrated design of a control application and fault-tolerance mechanisms is difficult. In fact, fault-tolerance mechanisms themselves have been the primary source of many design errors in control systems [41, pp. 123–135]. The ability to provide systematic fault-tolerance for applications is a primary feature of these architectures.

3.1.3. Partitioning. Contrasting with the need to integrate control systems is the need to partition them. There are two levels of application-level partitioning [25]. When two applications reside on the same host, they must be isolated in the sense defined by the security community in the design and verification of security kernels [42]. In particular, there must not exist illicit communication channels over which information may flow. This sort of isolation is a form of physical partitioning. However, communicating applications cannot be completely isolated so that no information flows between them. Another sort of partitioning is called behavioral partitioning. For communicating applications, the faulty behavior of one control system should not adversely affect the behavior of another other than by the loss of information from the failed system [25]. These two notions are orthogonal: two applications may be physically partitioned but not behaviorally partitioned, and vice versa.
A consequence of partitioning is that even if two applications reside on the same host, it may be that the only admissible communication channel is through the bus, so that the host broadcasts and then receives its own message. This scheme ensures that the messages passed are subject to the same scrutiny (e.g., error-checks, fault-tolerant voting, etc.) as all other messages passed between applications. Additionally, it relieves the additional complexity of designing hosts with admissible channels.

Partitioning is crucial when control applications of different levels of criticality are composed. Less critical applications may be more complex and undergo less stringent design and testing. Design errors in such systems cannot compromise more critical applications. Not only is this a safety issue, but it is an economic issue. For avionics, the criticality of an application determines the level of certification required \cite{43, 44}; higher certification levels can be orders-of-magnitude more difficult to pass measured in time and money. When two systems are composed, they must be certified according to the highest criticality level possessed by the two systems. Partitioning must be demonstrated to avoid having to certify each application according to the highest criticality level of the constituent applications.

Both kinds of partitioning are difficult to specify and verify. In particular, the statement of behavioral partitioning is qualified: a fault in one control system may affect another, but its effect cannot be more substantial than the resulting loss of information. Rushby asserts that no precise formal statement of this property has been made, let alone verified \cite{25}.

3.1.4. Predictability. Finally, the bus must be predictable. It must simulate a highly reliable time-division multi-access (TDMA) bus. That is, each application has a globally agreed upon time at which to broadcast over the bus. In addition, the bus must satisfy performance guarantees, particularly \textit{throughput}, the rate at which data
is transmitted from application to application, and *latency*, the response lag between communicating applications.

3. **Services.** Fault-tolerance, integration, partitioning, and predictability are high-level design criteria. In satisfying these, the bus architecture provides some specific services to the hosts and their applications.

3.2.1. **Time-Reference.** The bus provides a fault-tolerant time-reference to the hosts. It is important that the hosts maintain synchronization so they agree with respect to the global schedule, and that they stay within a linear envelope of real time. This can be achieved by periodically executing a clock synchronization protocol as described in Section 2.

3.2.2. **Guaranteed Consensus.** According to the schedule, each host broadcasts over the bus at a scheduled time. It must be ensured that the messages received from this source host by the other hosts are the same; this property is called a *consensus* or *agreement* property. To ensure consensus, the bus executes a fault-tolerant interactive consistency protocol [29] during each broadcast.

3.2.3. **Reconfiguration and Diagnostic Consensus.** If some FCR is determined to have suffered a fault by the bus, the bus may *reconfigure* to exclude that FCR from participating in subsequent activities. When messages are passed through the architecture during the execution of the protocols, faulty behavior may be observed by the FCRs. For example, the message a FCR receives from another may arrive at an unexpected time, or the message may fail a bit error detection algorithm [45]. When one FCR has reason to believe another has behaved in a faulty manner, we say that the FCR *accuses* it. The determination to exclude the faulty FCR is made by FCRs with synchronized state delivering the system services. These FCRs are called the
clique. A group membership protocol ensures that the accusations made are consistent among the FCRs in the clique. If agreement is reached that an FCR is faulty, that FCR can be excluded from the clique.

If the architecture is reconfigured too many times and too many FCRs are excluded, there may not be enough remaining to tolerate subsequent faults or even to deliver the necessary services. Transient faults cause a node to lose its volatile state, but do not physically damage the node. In some environments, transient faults can be the dominant kind of fault encountered [40]; in such cases, it is possible for a node that has suffered a fault to regain the necessary system state and reintegrate with the clique. Reintegration is another form of reconfiguration in which an FCR associated with the transiently-faulty node is re-admitted to the clique.

3.3. Realizations. Some prominent examples of time-triggered bus architectures currently in development include FlexRay, being developed by an automotive consortium [46], TTTech’s Time-Triggered Architecture (TTA) [47], and Honeywell’s SAFEbus [36]. NASA Langley’s SPIDER is the focus of this work and described in detail in the following section. The primary way in which these architectures differ is in the level of fault-tolerance they are designed to provide. The fault-tolerance requirements are mitigated by economic concerns. Time-triggered architectures designed for the automotive industry, for example, are generally less fault-tolerant and less costly than those for the aerospace industry (they contain less hardware and therefore are lighter and consume less power). Rushby compares and contrasts these time-triggered architectures [7].

4. SPIDER

The case-study in this dissertation is the Scalable Processor-Independent Design for Enhanced Reliability (SPIDER) being designed at the NASA Langley Research
SPIDER is a fault-tolerant bus architecture designed for fly-by-wire systems in commercial aircraft. SPIDER is designed to particularly execute correctly in the presence of electromagnetic disturbances that can lead to Byzantine faults [48].

4.1. Architecture. The SPIDER architecture can be physically divided into the set of processor elements (PEs) and the Reliable Optical Bus (ROBUS), as shown in Figure 2. Each PE contains a microprocessor, real-time operating system, and the necessary middleware and drivers. Software applications, such as controllers and actuators, run the PEs. A particular application may be distributed over the PEs. The ROBUS is a fault-tolerant virtual bus that is the backbone of the SPIDER architecture. It is a complete bipartite graph of bus interface units (BIUs) and redundancy management units (RMUs). BIU nodes are the interface between the ROBUS and the PEs. Each BIU is connected to exactly one PE. The RMUs are the additional nodes in the ROBUS that provide the redundancy necessary to deliver fault-tolerance.
guarantees and in particular, Byzantine-resilience \cite{39,48}. Each BIU shares an interconnect with each RMU, and no two BIUs or RMUs share interconnects. Each PE, BIU, and RMU is designed to be a FCR.

The ROBUS is designed to be implemented by an arbitrary number of BIUs and RMUs; the number of each need not be equal. However, the number of BIUs and PEs is equal (for space considerations, one PE is not depicted in Figure 2). In a SPIDER configuration with a large number of PEs, there will usually be fewer RMUs. The number of RMUs is influenced by weighing the additional fault-tolerance provided by additional RMUs against the additional cost and size of the system and the additional hardware and interconnects that can suffer faults.

4.2. Operational Modes. Each node (i.e., a BIU or RMU) in the ROBUS has the following modes of operation \cite{11}:

- a \textit{disabled mode} in which the node is inactive;
- a \textit{self-test mode} in which the node performs self-diagnostics upon power-up, restart, or if a local failure is detected;
- a \textit{clique-detection mode} in which the node searches for the existence of a \textit{clique}, or a set of non-faulty nodes with coordinated activity;
- a \textit{clique initialization mode} in which the node attempts to form a new clique (if the node determines no clique to be present);
- a \textit{clique join mode} in which the node attempts to join a pre-existing clique;
- a \textit{clique preservation mode} in which the node is in a clique, and the clique is delivering its services to the attached PEs.

4.3. Protocols. The ROBUS executes a number of fault-tolerant distributed protocols to deliver the services required of the ROBUS by the attached PEs and also to maintain its internal state \cite{11}:
• an interactive consistency protocol that ensures a fault-tolerant message broadcast from a single source to a set of receivers;
• a distributed diagnosis protocol that ensures non-faulty nodes maintain a consistent representation of the fault-status of the other nodes in the system;
• a schedule update protocol in which a new system schedule is loaded;
• a clock synchronization protocol that ensures the local clocks maintain accuracy and precision;
• startup and restart protocols that ensure nodes become synchronized and achieve consistent state upon power-up and restart, respectively;
• a reintegration protocol that is executed during the reintegration mode (see Section 2 in Chapter 5).

4.4. Maximum Fault Assumption. The MFA we present here is for the ROBUS with respect to faults suffered by the BIUs and RMUs (if a communication channel suffers a fault, we ascribe that fault to the sending node; see Section 3.3). Each protocol that is executed in the ROBUS must execute correctly when the MFA is satisfied. We call this MFA a Dynamic Maximum Fault Assumption (DMFA) to emphasize that the fault assumption is parameterized by the local diagnoses of nodes, which change over time.

Definition 2.1 (ROBUS DMFA). Let $B_G$, $B_S$, and $B_A$ denote the sets of BIUs that are good, symmetrically-faulty, and asymmetrically-faulty, respectively. Let $R_G$, $R_S$, and $R_A$ represent the corresponding sets of RMUs, respectively. For good BIU $b$, let $T_b$ denote the set of RMUs $b$ trusts called $b$’s trusted set. Define $T_r$ similarly – it is the set of BIUs that RMU $r$ trusts. The following formulas together make up the DMFA. For all BIUs $b$ and RMUs $r$,

\[(1) \; |R_G \cap T_b| > |R_S \cap T_b| + |R_A \cap T_b| ;\]
The first clause ensures that a good BIU $b$ contains strictly more good RMUs in $T_b$ than it does symmetrically-faulty or asymmetrically-faulty RMUs. The second clause ensures the same holds for the good RMUs. The third clause ensures that either no good BIU trusts an asymmetric RMU, or no good RMU trusts an asymmetric BIU. However, this does not preclude multiple good BIUs from trusting asymmetric RMUs, and similarly for the RMUs. Formal proofs in the mechanical theorem-prover PVS that the SPIDER Interactive Consistency, Distributed Diagnosis, and Clock Synchronization protocol tolerate all fault scenarios under the ROBUS MFA exist [27].

5. Time-Triggered System Verification

The two architectures that have undergone the most comprehensive formal verifications are TTTech’s Time-Triggered Architecture (TTA) and SPIDER, described in the subsequent sections. Other related formal verification efforts are presented in Section 5.3.

5.1. TTTech’s Time-Triggered Architecture Verification. TTA [8] is one of the most mature and most extensively formally-verified architectures in development. Two sets of protocols exist for the TTA: TTP/A and TTP/C. The latter is for safety-critical applications, whereas the former is for less critical applications [8]. The following verifications are generally with respect to the TTP/C implementation. A number of its protocols have been formally verified. Rushby overviews the formal verification of TTA [25]. Pfeifer and von Henke also describe the formal verification of TTA [49–51].

Pfeifer, Schwier, and von Henke formally verify the TTA Clock Synchronization Protocol in PVS [52]. Pfeifer’s dissertation extends this work by formally verifying
its clock synchronization and group membership protocols and then providing an assume-guarantee proof that each provides the requirements necessary to demonstrate the correctness of the other [26]. This work is carried out in PVS.

Dutertre and Sorea use the $k$-induction proof technique, described in Section 6.2.3, in SAL to give a real-time verification of the TTA Startup Protocol [53, 54]. Dutertre and Sorea’s work is a generalization of a discrete-time verification of the TTA Startup Protocol [55].

Finally, Rushby verifies in PVS the timing characteristics for message passing in TTA [56].

5.2. SPIDER Verification. Geser and Miner formally verify in PVS an early version of the SPIDER Distributed Diagnosis Protocol [57]. Pike, Miner, and Torres-Pomales use PVS to uncover an error in an early version of the SPIDER Interactive Consistency Protocol and use SAL to generate a concrete counter-example to its correctness (using symbolic and bounded model-checkers) [16]. The Unified Fault-Tolerance Protocol generalizes the clock synchronization, interactive consistency, and distributed diagnosis protocols implemented in SPIDER into one fault-tolerance protocol [27]. A formal verification of the protocol is presented in PVS. These proofs are being generalized to be applicable to other time-triggered systems.

5.3. Other Verifications. Rushby describes systematic techniques for the verification of time-triggered protocols [10, 58]. It is inspired by TTA, but is applicable to other time-triggered systems. These efforts generalize earlier work by the NASA Langley Research Group to develop the Reliable Computing Platform (RCP) [59–61]. The RCP is a fault-tolerant platform for fly-by-wire systems. Furthermore, it is able to recover from transient faults and provides a uniprocessor system layer interface hiding
the distributed implementation [59]. A goal of the project is to develop methodologies to formally specify and verify the system. Many of the design and verification principles for SPIDER were born out of the RCP project. The RCP project itself is an outgrowth of other fault-tolerant architectures that underwent some formal verification including SIFT [62] and MAFT [63].

Complimenting these endeavors are more specific efforts. A fault-tolerant clock synchronization protocol [35,64] is crucial to the implementation of a time-triggered system. There have been many verifications of such protocols [34,65–67]. Interactive consistency protocols [29] have undergone numerous verifications, too [17,68–72]. Finally, the formal verification of distributed protocols in general is motivated by noting that although an interactive consistency protocol is one of the simplest in a time-triggered architecture, published peer-reviewed unmechanized proofs-of-correctness have been flawed [17].

6. Tools

The tools used in this dissertation are the mechanical theorem-prover PVS and infinite-state bounded model-checker SAL, both of which are developed by SRI, International. This work could be reproduced in a straightforward way using other mechanical theorem-provers. In particular, it would be straightforward to reproduce this work in other higher-order logic theorem-provers such as HOL [73] or Isabelle [74], although the use of predicate subtypes in the PVS specifications could not be directly reproduced. Finally, PVS and SAL are used in an integrated way in Chapter 4. This use is aided by their similar specification languages.

6.1. Prototype Verification System (PVS). The Prototype Verification System (PVS) is an interactive mechanical theorem-prover [23]. It belongs to the family of higher-order logic theorem-provers, including HOL and Isabelle mentioned above.
Below, we briefly describe the specification language and the verification environment of PVS. Many extensions to PVS have been developed; in particular, the verifications herein depend on the packages Manip [75] and Field [76] for high-level arithmetic reasoning in PVS. Results from the NASA Langley PVS Libraries are also used [77].

6.1.1. Specification Language. Specifications in PVS are in a simply-typed higher-order logic [78]. Some base types are predefined (e.g., booleans), and uninterpreted base types may be specified. Composite types can be constructed with function-type, tuple-type, record-type, enumeration-type, and co-tuple-type constructors. In addition, PVS supports predicate subtyping. A mechanism is provided for specifying abstract datatypes that are well-founded trees.

Constants and variables can be specified, and they must be typed. Constants may be either interpreted or uninterpreted. Because the language is higher-order, variables may range over any type declaration, including function-types. Definitions (i.e., specified interpreted constants) conservatively extend the language: inconsistencies cannot be introduced by definition, although they can be introduced by axiomatization.

Functions of type \([D \rightarrow R]\) are total mappings from the domain type \(D\) to the range type \(R\). Recursive (interpreted) functions can be specified in the language (mutual recursion is not directly supported). Recursive function definitions generate a proof obligation that for all arguments, the recursion terminates. The proof obligation is generated automatically by PVS, and in many cases, is also discharged automatically.

Such proof obligations are generated by the PVS static type-checker. The type-checker ensures type inconsistencies have not been introduced. For example, one is obliged to demonstrate that if a constant is declared to be of type \(T\), then \(T\) is a nonempty type. When PVS cannot determine whether a type inconsistency has been
introduced, it generates an unproven type correctness condition (TCC). The user is obliged to prove the TCC to demonstrate the typing is consistent.

Specifications are modularized by theories. A theory may contain type declarations, constant declarations, and variable declarations. It may also contain propositions stated in the language of the theory. A theory may be parameterized by both types and constants. Theories may import other theories. A theory that imports another theory inherits the language of the imported theory. Furthermore, propositions stated in an imported theory are inherited and may be used as lemmas in proving theorems in the current theory.

Additionally, every theory automatically inherits a collection of theories referred to as the PVS Prelude. These theories describe various foundational mathematical facts.

6.1.2. Verification Environment. The logic of PVS is the sequent calculus. A sequent is of the form

$$\land \Gamma \vdash \lor \Delta,$$

where $\Gamma$, called the antecedent, and $\Delta$, called the consequent are finite sets of propositions. A sequent asserts that the conjunction of the antecedents implies the disjunction of the consequents. Inference rules are mappings from sequents to sequents. A sequent is manipulated with inference rules in PVS until an initial sequent is reached. A sequent is initial when the set of antecedents contains the boolean constant $F$, or the set of consequents contains the boolean constant $T$, or the same proposition is both an antecedent and a consequent.

Atomic proof rules may be combined into a sequence of proof rules called proof strategies [79]. Strategies are not guaranteed to terminate. For example, a strategy may contain nonterminating rewrite rules.
6.1.3. *Example: Sets.* In Figure 3 is a small PVS theory of sets. The theory reproduces part of the PVS Prelude [80], a set of theories that comes pre-installed with PVS.

```plaintext
sets [T: TYPE]: THEORY
BEGIN
  set: TYPE = [T -> bool]
  x, y: VAR T
  a, b, c: VAR set
  member(x, a): bool = a(x)
  emptyset: set = {x | false}
  extensionality: LEMMA
  (FORALL x: member(x, a) IFF member(x, b)) IMPLIES (a = b)
END sets
```

**Figure 3.** Set Definition in PVS

The identifier `sets` denotes the name of the theory. The theory takes one parameter, an arbitrary type `T`. The theory parameter can be instantiated by another type value when the theory is instantiated by another theory. For example, `T` might be instantiated by the type of the natural numbers in a theory describing sets of naturals. The first declaration in the theory `sets` is a *type declaration* in which `set` is declared to be a function type mapping elements of type `T` to a boolean value; thus, sets are formulated as functions in PVS. Two identifiers `x` and `y` are declared to be variables of the type `T`, and the identifiers `a`, `b`, and `c` are declared to be variables of the type `set`. Next, the function `member` is defined. The function returns the value of evaluating `a` at `x`, recalling that the set `a` is represented as a function. The function `a(x)` is true if and only if `x` is a member of `a`. The constant `emptyset` is defined to be the set of no elements, `{x | false}`, using set-comprehension notation.
The theory contains one lemma, *extensionality*, stating that two sets are equal if their members are the same. Before proving the theorem in PVS, the theory must be parsed and type-checked. PVS automatically parses and type-checks, but if a type-correctness obligation exists that PVS cannot prove automatically, the onus is on the user to prove it interactively. The theory above generates no type-correctness obligations.

A fine-grained proof-sketch of *extensionality* that can reproduced mechanically in the theorem-prover follows. Expanding the definition of *member*, we see that the result can be proved with *function extensionality*; that if two functions yield the same value when applied to each point of their domains, then the two functions are equal. The output of the interactive proof is presented in Figure 4 and continued in Figure 5. In the interactive prover, PVS presents a sequent, and the user inputs an inference rule transforming the sequent into a new sequent. In the PVS prover, the sequent is represented with a *turnstile* denoted by "|-------", where antecedents are above the turnstile, labeled with negative integers, and consequents are below the turnstile, labeled with positive integers. The following inference rules are used to transform the sequents in this example:

- *(skolem! 1)* introduces *skolem constants* for the quantified variables in the formula number 1, where the skolem constant identifiers are constructed from the quantified variable identifiers by appending the identifier !n, where n is a natural number.
- *(flatten)* performs propositional simplification.
- *(apply-extensionality)* introduces the function extensionality rule for the consequent formula by introducing a new consequent a!1(x!1) = b!1(x!1), where x!1 is an arbitrary constant in the domains of the functions a!1 and b!1.
extensionality :

|-------
{1} FORALL (a, b: set):
  (FORALL x: member(x, a) IFF member(x, b))
  IMPLIES (a = b)

Rule? (skolem! 1)
Skolemizing,
this simplifies to:
extensionality :

|-------
{1} (FORALL x: member(x, a!1) IFF member(x, b!1))
  IMPLIES (a!1 = b!1)

Rule? (flatten)
Applying disjunctive simplification to flatten sequent,
this simplifies to:
extensionality :

{-1} FORALL x: member(x, a!1) IFF member(x, b!1)
  |-------
  {1} (a!1 = b!1)

Rule? (apply-extensionality)
Applying extensionality,
this simplifies to:
extensionality :

[-1] FORALL x: member(x, a!1) IFF member(x, b!1)
  |-------
  {1} a!1(x!1) = b!1(x!1)
  [2] (a!1 = b!1)

Figure 4. Interactive Proof Session in PVS (Continued in Figure 5)

- (inst -1 "x!1") instantiates the quantified variable in formula -1.
- (expand "member") expands the definition of member.
Rule? (inst -1 "x!1")
Instantiating the top quantifier in \(-\) with the terms: 
\(x!1\),
this simplifies to:
extensionality :

\[
\{\neg 1\} \text{ member}(x!1, a!1) \iff \text{ member}(x!1, b!1)
\]

\[-------
[1] \ a!1(x!1) = b!1(x!1)
[2] \ (a!1 = b!1)
\]

Rule? (expand "member" )
Expanding the definition of member,
this simplifies to:
extensionality :

\[
\{\neg 1\} \ a!1(x!1) \iff b!1(x!1)
\]

\[-------
[1] \ a!1(x!1) = b!1(x!1)
[2] \ (a!1 = b!1)
\]

Rule? (iff)
Converting top level boolean equality into IFF form,
Converting equality to IFF,
this simplifies to:
extensionality :

\[
[\neg 1] \ a!1(x!1) \iff b!1(x!1)
\]

\[-------
\{1\} \ a!1(x!1) \iff b!1(x!1)
[2] \ (a!1 = b!1)
\]

which is trivially true.
Q.E.D.

Figure 5. Interactive Proof Session in PVS (Continued from Figure 4)

- (iff) converts an equality operator \(=\) on boolean-typed terms to an “if and only if” operator.
Other sequences of inference rules can prove this theorem. In particular, PVS has more powerful commands that replace sequences of inference rules. For example, the sequence of inference rules (grind), (apply-extensionality), (grind) is sufficient to prove the same theorem. In fact, these rules can be combined into a single user-defined proof rule. More generally, the PVS prover can be programmed with proof strategies, programs for proving classes of theorems [79].

6.2. SRI’s Symbolic Analysis Laboratory (SAL). The Symbolic Analysis Laboratory (SAL) is a suite of automated verification tools developed by SRI, International [24,81]. SAL includes explicit-state, symbolic, and bounded model checkers, an interactive simulator, as well as other tools.

6.2.1. Specification Language. A single language serves as the input to the verification tools. The language is a simply-typed higher-order logic, just as in PVS. The predefined interpreted base types in SAL include booleans, the natural numbers, and the real numbers. Composite types may be built up in the same ways as in PVS. Types built from the naturals or reals are called infinite types to distinguish them from finite types. Both interpreted and uninterpreted constants may be specified. Variables may range over any defined type, but quantified variables may range over only finite types.

The language includes special constructs for building transition systems. A transition system is specified by a module. The transitions in a module are specified with a set of guarded transitions that are enabled if the guard is true. The guard may be any boolean combination of state variables and constants, including defined relations over the variables. Additionally, in a synchronous composition, described below, guards may reference next-state variable values, under certain conditions. When a guard is executed, some subset of the writable state variables are updated. If more than one guarded transition is enabled, exactly one is nondeterministically taken.
A module contains any combination of the following set of variables: input variables, output variables, global variables, and local variables. Output, global, and local variables can be both read and written; input variables can only be read. Modules may be composed to generate composite transition systems. Modules communicate via shared variables. Modules can be both synchronously and asynchronously composed. In a *synchronous composition*, each module simultaneously executes a guarded transition. Synchronously-composed modules cannot share global variables (this prevents concurrent read-write conflicts). If one module is *deadlocked*—i.e., no guarded transition is enabled—then the synchronous composition of modules is deadlocked. In an *asynchronous composition*, modules nondeterministically interleave their executions. However, in an asynchronous composition, if one module is deadlocked, then the other module must execute a transition, if it is not itself deadlocked.

Additionally, modules may be parameterized by some finite-range type, and then instantiated for each element of the type. Variables must be renamed in this case.

6.2.2. ICS. To reason about constraints containing constants and variables over infinite types, an automated solver is incorporated into SAL. The automated solver employed by SAL is the *Integrated Canonizer and Solver* (ICS), an automated solver for a quantifier-free, first-order theory of equality, the terms of which include uninterpreted functions, linear arithmetic, products, arrays, and fixed-sized vectors. [82]. Other solvers, such as UCLID [83] and CVC [84], may be plugged in to SAL.

6.2.3. k-Induction. SAL combines its bounded model-checking and ICS to prove that safety properties, stated as LTL formulas, hold in infinite-state transition systems. The invariants do not need to be strictly inductive; SAL supports *k*-induction, also known as *temporal induction*, a generalization of the ordinary induction principle (over transition systems) [85,86]. Let \((S, S^0, \rightarrow)\) be an *unlabeled transition system* where \(S\) is a set of states, \(S^0 \subseteq S\) is a nonempty set of initial states, and \(\rightarrow \subseteq S \times S\)
is a transition relation. For a natural number $k$ ($k \geq 0$), a $k$-trajectory is a sequence of states, $s_0, s_1, \ldots, s_k$, such that for $0 \leq i < k$, $s_i \rightarrow s_{i+1}$ (a 0-trajectory (over the transition system) is a state $s$). Then the $k$-induction principle is as follows.

**Definition 2.2 (k-Induction Principle).** Let $k$ be a natural number, and let $P : S \rightarrow \text{bool}$ be some predicate defined over the states of $S$.

- **Base Case:** For each $k$-trajectory $s_0, s_1, \ldots, s_k$ such that $s_0 \in S^0$, $P(s_k)$ holds.
- **Induction Step:** For each $k$-trajectory $s_0, s_1, \ldots, s_k$, if for all $0 \leq j < k$ $P(s_j)$ holds, then $P(s_k)$ holds.

Property $P$ is a $k$-inductive property with respect to $\langle S, S^0, \rightarrow \rangle$ if there exists some $k \in \mathbb{N}_0^<$ such that $P$ satisfies the $k$-induction principle. The ordinary induction principle is the special case when $k = 1$. The benefit of $k$-induction is that as $k$ increases, weaker invariants may be provable. The problem of discovering sufficiently strong inductive invariants can be difficult, and more often than not, a desired invariant is too weak to be proved with the ordinary induction principle. Discovering sufficiently strong inductive invariants is an active area of research [87,88].

Furthermore, state invariants can be used as lemmas to support $k$-induction. An invariant has the effect of strengthening the antecedents in the base case and induction step so that only states satisfying the invariant are considered.

**Definition 2.3 (k-Induction Principle with Inductive Invariants).** Let $Q$ be an invariant over the states of $S$.

- **Base Case:** For each $k$-trajectory $s_0, s_1, \ldots, s_k$ such that $s_0 \in S^0$ holds and for each $0 \leq i \leq k$, $Q(s_i)$ holds, $P(s_k)$ holds.
- **Induction Step:** For each $k$-trajectory $s_0, s_1, \ldots, s_k$ such that $Q(s_i)$ holds for each $0 \leq i \leq k$, if for all $0 \leq j < k$ $P(s_j)$ holds, then $P(s_k)$ holds.
6.2.4. *Example: Bakery Algorithm.* The SAL specification in Figure 6 is an infinite-state specification of the Bakery Algorithm in SAL, as formulated by Rushby [1]. The algorithm is a scheduling algorithm for asynchronous processes. It exhibits many but not all of the syntactic elements of SAL. Its proof of correctness demonstrates the use of SAL’s infinite-state bounded model checker to prove safety properties.

The identifier **bakery** names the current context (a context is similar to a PVS theory). Types **phase** and **ticket** are type declarations where **ticket** is declared to be the infinite type of the natural numbers. The module **process** contains one input variable and two output variables. The output variables are initialized to constant values. Three guarded transitions are specified in the module, and they are asynchronously composed with the [] operator. In the first transition, if \( pc = \text{idle} \), then \( \text{my}_t \) and \( pc \) are both updated. To avoid name clashes, \( P1 \) is a module defined as **process** with the \( pc \) renamed; \( P2 \) is likewise renamed. The module **system** is the asynchronous composition of these two processes. A theorem named **strong_prop** is stated. It states that in all states reachable when executing **system**, if \( pc1 = \text{critical} \) and \( pc2 = \text{trying} \), then \( \text{my}_t < \text{other}_t \), and likewise when \( P2 \) is critical state.

The theorem **strong_prop** is proved by issuing the following command to SAL’s infinite-state bounded model-checker:

```
sal-inf-bmc -i -d 3 bakery strong_prop
```

The command **sal-inf-bmc** calls the infinite-state bounded model-checker. The argument -i commands a \( k \)-induction proof to be attempted, and the argument -d 3 specifies the depth at which the \( k \)-induction is attempted. The last two arguments are the context name and theorem name, respectively.
bakery : CONTEXT =
BEGIN
    phase : TYPE = {idle, trying, critical};
    ticket: TYPE = NATURAL;

process : MODULE =
BEGIN
    INPUT other_t: ticket
    OUTPUT my_t: ticket
    OUTPUT pc: phase

    INITIALIZATION
    pc = idle;
    my_t = 0

    TRANSITION
    [pc = idle -->
     my_t' = other_t + 1;
     pc' = trying
    ]

    [pc = trying AND (other_t = 0 OR my_t < other_t) -->
     pc' = critical
    ]

    [pc = critical -->
     my_t' = 0;
     pc' = idle
    ]
END;

P1 : MODULE = RENAME pc TO pc1 IN process;

P2 : MODULE = RENAME other_t TO my_t,
    my_t TO other_t,
    pc TO pc2 IN process;

system : MODULE = P1 [] P2;

strong_prop: THEOREM system |- G(((pc1 = critical AND pc2 = trying) => my_t < other_t) AND
    ((pc2 = critical AND pc1 = trying) => other_t < my_t));

END

Figure 6. Rushby’s SAL Specification of the Bakery Algorithm [1]
7. Timing Models

We briefly describe the timing models of distributed systems used in this dissertation. Each chapter contains a more rigorous description of the timing model used therein.

The *untimed synchronous model* is so-called to emphasize that communication and computation are modeled as synchronous, instantaneous events. The granularity of time is with respect to a *round*. A round is comprised of two phases, a communication phase and a computation phase. In the *communication phase*, each node in the system instantaneously updates its outbound channels based on its current state. In the *computation phase*, each node instantaneously updates its state based on its current state and the messages it receives over its inbound channels.

In *partially-synchronous models*, the rate at which nodes execute (i.e., update their local state and send messages) may differ. However, this model is more restricted than the fully asynchronous model in which the differences may be unbounded. The partially-synchronous model closely models the implementation of real-time distributed protocols. In general, verifying a protocol in this model provides greater assurance of correct design than verifying it in the synchronous model does, since the latter model may abstract away subtle timing errors. Because it is more detailed, it is more complicated. Lynch states that our understanding of this model is nascent in comparison to synchronous and asynchronous models, and additional research in the area is needed [29, 89].

A kind of partially-synchronous model is the *time-triggered model*. In the time-triggered model, we constrain some of the behaviors allowed in the more general partially-synchronous model. The time-triggered model is an abstraction of *time-triggered implementations*. The behaviors of nodes are mostly governed by the passage of time as measured by their local clocks. Each node maintains a schedule stating
when it should take certain actions. A node will perform an action when its clock reaches the time that action is scheduled. This is opposed to *event-triggered implementations* in which the actions taken by nodes are determined by the occurrence of events in its environment. For example, a node may take some action immediately upon receiving a message from another node.

### 8. Timeout Automata: A Real-Time Model

The partially-synchronous model developed in Chapter 5 extends a real-time model developed for $k$-induction proofs in the SAL modeling language called *timeout automata* [53]. The development of timeout automata is motivated by Dutertre and Sorea’s experiments in using *timed automata* [90] for proofs by $k$-induction in SAL. Although they demonstrate that it is possible to specify timed automata in SAL via a shallow embedding – i.e., a timed automata is manually translated into a semantically-equivalent SAL specification – it proves to be unwieldy. The SAL language is rich, but it is a general-purpose tool for specifying composed state machines; neither the syntax nor the semantics of the language match those of timed automata well. Furthermore, the clock variables in timed automata may be updated in arbitrarily small increments leading to infinite trajectories in which the discrete state idles. This makes proof by $k$-induction difficult and sometimes impossible.

These difficulties motivated them to develop an explicit real-time model, timeout automata. In an explicit real-time model, the current time is tracked with a variable, and discrete events have real-time bounds on when they can occur [54, 91]. This contrasts with implicit, or clock-based, real-time models, such as timed automata. One attraction of explicit real-time models is the simplicity of their syntax – time constraints are modeled as inequalities over the reals, and they require no special semantics for verification.
The timeout automata\(^1\) model is borrowed from the model of system execution used in discrete-event simulation \([92]\). The central idea behind timeout automata is that timeouts mark the point in the future when a system event occurs, and timeouts themselves may be nondeterministically updated. Time is always maximally updated to when the next system event occurs. Dutertre and Sorea provide the semantics of a timeout automaton in terms of a transition system \([53, 54]\). Fix a set of state variables \(V\). An additional variable \(t\), ranging over the nonnegative reals, records the current time. There is also a set of \textit{timeout variables} \(T\), ranging over the nonnegative reals. A \textit{state} \(\rho\) in the transition system is a function mapping each variable to some value from the set over which it ranges. For any initial state \(\rho\), \(\rho(t) \leq \rho(x)\) for all \(x \in T\). As in the definition of timed automata, there are two sorts of transitions: \textit{time progress transitions} and \textit{discrete transitions}. A time progress transition is enabled in a state if and only if for all \(x \in T\), \(\rho(t) < \rho(x)\). In this case, the state changes by updating \(\rho(t)\) to the least-valued timeout (there may be multiple timeouts that are least-valued). Discrete transitions are enabled in a state if and only if there exists some timeout \(x\) such that \(\rho(t) = \rho(x)\). Furthermore, the following conditions must hold for a discrete transition from state \(\rho\) to \(\rho'\):

\[\begin{align*}
\text{• } \rho'(t) &= \rho(t) ; \\
\text{• for all } x \in T, \rho'(x) &\geq \rho(t) ; \\
\text{• there exists } y \in T \text{ such that } \rho(y) &= t \text{ and } \rho'(y) > \rho(t) .
\end{align*}\]

The third condition prevents infinite zero-delay state transitions. If multiple discrete transitions are enabled in a state, exactly one is nondeterministically applied. Note, too, that discrete transitions are instantaneous (i.e., the current time is not updated during their application).

\(^1\text{We use 'automata' to refer to syntax, distinct from the semantics for automata.}\)
An important distinction between timeout automata and formalisms like timed automata is that in a timed automaton, clocks measure how much time has elapsed since their last reset, whereas timeouts measure how much time will elapse until the next state transition.
CHAPTER 3

Synchronous Protocol Verification

This chapter presents a set of abstractions that serves as a framework for the specification and verification of synchronous fault-tolerant distributed protocols. Although the synchrony assumption simplifies reasoning about these protocols, modeling and verifying them is nevertheless difficult. Modeling and reasoning about the number of and kinds of faults, distributed control, complex fault-masking, nonfunctional behavioral requirements, and intimate protocol interactions contribute to the difficulty.

Although many fault-tolerant distributed systems and algorithms have been specified and verified, the models used have often been ad-hoc. Developing models at the appropriate level of detail is a difficult aspect of formal verification [41]. We present a generic model of common aspects relevant to the verification of fault-tolerant distributed systems.

The abstractions presented are in same spirit as ones to model digital hardware, as developed by Thomas Melham [93,94] insofar as they are intended to make specifications and their proofs of correctness less tedious, less error-prone, and more uniform. Furthermore, they are formulated for easy specification in a mechanical theorem-prover, as are Melham’s. Although the abstractions we describe are quite general, we intend for them to be accessible to the working verification engineer.

These abstractions are largely the outcome of verifying the fault-tolerant distributed protocols of SPIDER in an synchronous model. Their development and formulation in a mechanical theorem-prover is joint work by this author, Paul Miner, Alfons Geser, and Jeffrey Maddalon [95]. Our work is used to specify and verify the

We introduce four fundamental abstractions in the domain of fault-tolerant distributed systems. Message abstractions address the correctness of individual messages sent and received. Fault abstractions address the kinds of faults possible as well as their effects in the system. Fault-masking abstractions address the kinds of local computations nodes make to mask faults. Finally, communication abstractions address the kinds of data communicated and the properties required for communication to succeed in the presence of faults.

These formal expressions are stated in the language of higher-order logic along with a small algebraic datatype. The abstractions have been formulated in PVS. They are available on-line [13]. There, some additional properties not described herein are stated and proved.

1. The Synchronous Model

We present a generic synchronous model for modeling synchronous protocols. The synchronous model presented is a functional model of a protocol’s behavior: a protocol’s behavior is specified as a recursive function. The abstractions described in Sections 2 through 4 assume an underlying functional model. A relational model is a more abstract specification of protocol behavior that simply states assumptions and requirements. The abstractions in Section 5 are relational abstractions. The functional models can then be shown to imply the relational assumptions; that is, the relational assumptions are shown to be invariants of the functional models.

1The synchronous model formulated in PVS has minor syntactical differences with that presented in Section 1.
1. THE SYNCHRONOUS MODEL

1.1. Syntax. The signature of a synchronous protocol comes from Rushby’s definition [10], which adapts Lynch’s definition [29] for the purpose of formulation in a mechanical theorem-prover.

We begin by fixing a set of messages, mess. A distinguished element null represents the absence of a message (it can also represent a “do not care” message). Let \( P \) be a nonempty set of node identifiers. For each \( p \in P \), the following total functions are defined:

- A set of node identifiers, \( \text{out}_n\text{brs}_p \), identifying the outbound neighbors; i.e., the nodes to which \( p \) is connected by outbound channels. A set of node identifiers, \( \text{in}_n\text{brs}_p \), identifying the inbound neighbors, can be defined from the outbound neighbors:

  \[
  \text{in}_n\text{brs}_p \overset{\text{df}}{=} \{ q \in P \mid p \in \text{out}_n\text{brs}_q \} .
  \]

- A set of states, \( \text{states}_p \). A distinguished component of the state, \( r \), keeps track of the current round. The set \( \text{init}_{\text{states}}_p \) is a nonempty subset of \( \text{states}_p \) containing the initial states.

- A message-generation function \( \text{msg}_p : \text{states}_p \times \text{out}_n\text{brs}_p \to \text{mess} \) that returns the message \( p \) sends to each node to which it is connected by an outbound channel; \( \text{null} \) is returned if no message is sent.

- A higher-order state-transition function

  \[
  \text{trans}_p : \text{states}_p \times \text{IN}_p \to \text{states}_p
  \]

  that returns the new state of \( p \) based on the current state and inputs \( \text{IN}_p \) generated by its inbound neighbors.

Not every set or function needs to be interpreted in a protocol specification. For example, some communication protocols can be used for arbitrary data values, so the set \( \text{mess} \) need not be interpreted.
Sometimes we omit the node-identifier subscript from a set or function to denote a global representation of the system. For example, we define the global state to be the function \( \text{states} \overset{\text{df}}{=} \lambda p. \text{states}_p \).

### 1.2. Semantics.

The semantics can be given by a transition system. A synchronous protocol proceeds in rounds. In a round, nodes synchronously and instantaneously update their outbound channels (in the communication phase) and then their local state (in the computation phase) \([29]\). The communication phase is modeled by each node applying its \( \text{msg} \) function, and the computation phase is modeled by each node applying its \( \text{trans} \) function.

A synchronous specification has a simple operational semantics given by a recursive function. It takes the number of rounds of execution, the global initial state, and returns the final global state. Thus, a protocol can be defined as the function \( \text{run}(\text{init\textunderscore rnd}, \text{init\textunderscore s}) \), where

\[
\text{run}(r, s) \overset{\text{df}}{=} \begin{cases} 
  s & \text{if } r = 0 \\
  \lambda p. \text{trans}_p(\text{run}_p(r - 1, s), \lambda q. \text{msg}_q(\text{run}_q(r - 1, s), p)) & \text{else}
\end{cases}
\]

The protocols modeled execute for only a finite number of rounds. However, a protocol may be scheduled to execute an infinite number of times.

Proving fault-tolerance requires the specification of not only the behavior of non-faulty nodes in the model described above but also the behavior of faulty nodes. How to model faulty behavior is in the synchronous model addressed in Section 3.
2. Abstracting Messages

2.1. Abstraction. Messages communicated in a distributed system are abstracted according to some correctness criteria agreed upon by the nodes. We distinguish between benign messages and accepted messages. The former are messages that a non-faulty receiving node recognizes as incorrect; the latter are messages that a non-faulty receiving node does not recognize as incorrect. Note that an accepted message may be incorrect: the receiving node just does not detect that the message is incorrect.

Benign messages abstract various sorts of misbehavior. A message that is sufficiently garbled during transmission may be caught by an error-checking code \([45]\) and deemed benign. Benign messages also abstract the absence of a message: a receiver expecting a message but detecting the absence of one takes this to be the ‘reception’ of a benign message. In synchronized systems with global communication schedules, they abstract messages sent and received at unscheduled times.

2.2. Formulation. Let the set \(MSG\) be a set of messages of a given type. \(MSG\) is the base set of elements over which the datatype is defined. The set of all possible datatype elements is denoted by \(ABSTRACT_MSG[MSG]\). In specifying a protocol in the synchronous model using the syntax described in Section 1.1, \(ABSTRACT_MSG[MSG]\) is an interpretation of the set of messages, \(mess\).

The datatype has two constructors, \(accepted\_msg\) and \(benign\_msg\). The former takes an element \(m \in MSG\) and creates the datatype element \(accepted\_msg[m]\). The constructor also has an associated extractor \(value\) such that

\[
value(accepted\_msg[m]) = m.
\]
3. ABSTRACTING FAULTS

<table>
<thead>
<tr>
<th>Constructors</th>
<th>Extractors</th>
<th>Recognizers</th>
</tr>
</thead>
<tbody>
<tr>
<td>accepted_msg[m]</td>
<td>value</td>
<td>accepted_msg?</td>
</tr>
<tr>
<td>benign_msg</td>
<td>none</td>
<td>benign_msg?</td>
</tr>
</tbody>
</table>

Figure 1. Abstract Messages Datatype

The other constructor, benign_msg, is a constant datatype element; it is a constructor with no arguments. All benign messages are abstracted as a single message; thus, the abstracted incorrect message cannot be recovered, and distinct inbound messages considered to be benign are treated identically. Finally, we define two recognizers, accepted_msg? and benign_msg? with the following definitions. Let $a \in ABSTRACT MSG[MSG]$.

$$accepted_msg?(a) \overset{df}{=} \exists m. m \in MSG \text{ and } a = accepted_msg[m],$$

and

$$benign_msg?(a) \overset{df}{=} a = benign_msg.$$  

We summarize this datatype in Fig. 1.

3. Abstracting Faults

There are two closely-related abstractions with respect to faults. The first abstraction, error types, partitions the possible locations of faults. The second abstraction, fault types, partitions faults according to the manifestation of the errors caused by the faults.

3.1. Abstracting Error Types. Picking the right level of abstraction and the right components to which faults should be attributed is a modeling issue that has been handled in a variety of ways. The choice made is a particularly good example
of the extent to which modeling choices can affect the ease of specification and proof efficacy.

Both nodes and channels can suffer faults [29], but reasoning about node and channel faults together is tedious. Such reasoning is redundant – channel faults can be abstracted as node faults. A channel between a sending node and a receiving node can be abstracted as being an extension either of the sender or of the receiver. For instance, a lossy channel abstracted as an extension of the sender is modeled as a node failing to send messages.\(^2\)

Even if we abstract all faults to ones affecting nodes and not channels, we are left with the task of abstracting how the functionality of a node – sending, receiving, or computing – is degraded. One possibility is to consider a node as an indivisible unit so that a fault affecting one of its functions is abstracted as affecting its other functions, too. Another possibility is to abstract all faults to ones affecting a node’s ability to send and receive messages [10,26]. Finally, some models implicitly abstract node faults as being ones affecting only a node’s ability to send messages [17,57]. So even if a fault affects a node’s ability to receive messages or compute, the fault is abstractly propagated to a fault affecting the node’s ability to send messages.

All three models above are conservative, i.e., the abstraction of a fault is at least as severe as the fault. Conservation holds for the first model in which the whole node is considered to be degraded by any fault, and it holds for the second model, too. Even though it is assumed that a node can always compute correctly, its computed values are inconsequential if it can neither receive nor send correct values. As for the

\(^2\)The reader may recall that in the theory of distributed systems, an impossibility result known as the “Coordinated Attack Problem” holds for consensus in models with faulty communication channels that does not necessarily hold in models with node faults [29]. This abstraction does not contradict this result. Coordinated attack is impossible in this model, too, because a node’s messages mimic the effects of a lossy channel.
third model, the same reasoning applies – even if a faulty node can receive messages and compute correctly, it cannot send its computations to other nodes.

The model we choose is one in which all faults are abstracted to be ones degrading send functionality, and in which channels are abstracted as belonging to the sending node. There are two principal advantages to this model, both of which lead to simpler specifications and proofs. First, the model allows us to disregard faults when reasoning about the ability of nodes to receive and compute messages. Second, whether a message is successfully communicated is determined solely by a node’s send functionality; the faultiness of receivers need not be considered.

3.2. Abstracting Fault Types. Faults result from innumerable occurrences including physical damage, electromagnetic interference, and “slightly-out-of-spec” communication [48]. We collect these fault occurrences into fault types according to their effects in the system.

We adopt the hybrid fault model of Thambidurai and Park [38]. A node is called benign, or manifest, if it sends only benign messages, as described in Sect. 2. A node is called symmetric if it sends every receiver the same message, but these messages may be incorrect. A node is called asymmetric, or Byzantine [39], if it sends different messages to different receivers. All non-faulty nodes are also said to be good.

Other fault models exist that provide more or less detail than the hybrid fault model above. The least detailed fault model is to assume the worst case scenario, that all faults are asymmetric. The fault model developed by Azadmanesh and Kieckhafer [96] is an example of a more refined model. All such fault models are consistent with the other abstractions in this paper.

3.3. Formulation. We formulate fault types first. Let $S$ and $R$ be sets of nodes sending and receiving messages, respectively, in a round of communication. Let $asym,$
sym, ben, and good be constants representing the fault types asymmetric, symmetric, benign, and good, respectively.

As mentioned, we abstract all faults to ones that affect a node’s ability to send messages. To model this formally, we modify the message-generation function described in Section 1.1 according the fault-status of the sender. The range of the function is the set of abstract messages, which are elements of the datatype defined in Sect. 2. MSG is a set of messages, and ABSTRACT_MSG[MSG] is the set of datatype elements parameterized by MSG. Let p, q ∈ P be a sending and receiving node, respectively, let m ∈ MSG, and let sp be p’s state. Let sender_status be a function mapping senders to their fault partition. The function outputs the abstract message p sends to q:

$$msg_p(s_p, q) \stackrel{\text{df}}{=} \begin{cases} 
\text{accepted_msg}[m] & \text{if } \text{sender_status}(p) = \text{good} \\
\text{benign_msg} & \text{if } \text{sender_status}(p) = \text{ben} \\
\text{sym_msg}(s_p) & \text{if } \text{sender_status}(p) = \text{sym} \\
\text{asym_msg}(s_p, q) & \text{if } \text{sender_status}(p) = \text{asym} 
\end{cases}$$

If p is good, then q receives an accepted abstract message from p. If p is benign, then q receives a benign message. In the last two cases – in which p suffers a symmetric or asymmetric fault – uninterpreted functions are returned. Applied to their arguments, sym_msg and asym_msg are uninterpreted constants of the abstract message datatype. The function asym_msg models a node suffering an asymmetric fault by taking the receiver as an argument: for receivers q and r, asym_msg(s_p, q) is not necessarily equal to asym_msg(s_p, r). On the other hand, the function sym_msg does not take a receiver as an argument, so all receivers receive the same arbitrary abstract message from a particular sender.
4. Abstracting Fault-Masking

4.1. Abstraction. Some of the information a node receives in a distributed system may be incorrect due to the existence of faults as described in Sect. 3. A node must have a means to mask incorrect information generated by faulty nodes. Two of the most common are (variants of) a majority vote or a middle-value selection, as defined in the following paragraph. These functions are similar enough to abstract them as a single fault-masking function.

A majority vote returns the majority value of some multiset (i.e., a set in which repetition of values is allowed), and a default value if no majority exists. A middle-value selection takes the middle value of a linearly-ordered multiset if the cardinality of the multiset is odd. If the cardinality is an even integer \(n\), then the natural choices are to compute one of (1) the value at index \(\lfloor n/2 \rfloor\), (2) the value at index \(\lceil n/2 \rceil\), or (3) the average of the two values from (1) and (2). Of course, these options may yield different values; in fact, (3) may yield a value not present in the multiset.

For example, for the multiset \(\{1, 1, 2, 2, 2, 2\}\), the majority value is 2, and the middle-value selection is also 2 for any of the three ways to compute the middle-value selection. For any multiset that can be linearly-ordered, if a majority value exists, then the majority value is equal to the middle-value selection (for any of the three ways to compute it mentioned above).

The benefit of this abstraction is that we can define a single fault-masking function (we call it a fault-masking vote) that can be implemented as either a majority vote or a middle-value selection (provided the data over which the function is applied is linearly-ordered).

The abstraction allows us to model distinct fault-tolerant distributed algorithms uniformly. Concretely, this abstraction, coupled with the other abstractions described in this paper, allow certain clock synchronization algorithms (that depend
4. ABSTRACTING FAULT-MASKING

on a middle-value selection) and algorithms in the spirit of an Oral Messages algorithm \([17, 39]\) (that depend on a majority vote) to share the same underlying models \([27]\).

4.2. Formulation. The formulation we describe models a majority vote and a middle-value selection over a multiset. A lemma stating their equivalence follows. Definitions of standard and minor functions are omitted. The formulation is useful for interpreting the state-transition function when specifying a protocol in the language presented in Section 1.1. A node executing a fault-tolerant protocol may make some fault-making computation as part of its state-transition.

Based on the NASA Langley Research Center PVS Bags Library \([77]\), a multiset is formulated as a function from values to the natural numbers that determines how many times a value appears in the multiset (values not present are mapped to 0). Thus, let \(V\) be a nonempty finite set of values,\(^3\) and let \(ms : V \rightarrow \mathbb{N}\) be a multiset.

To define a majority vote, we define the cardinality of a multiset \(ms\) to be the summation of value-instances in it:

\[
|ms| \stackrel{df}{=} \sum_{v \in V} ms(v) .
\]

The function \(maj\_set\) takes a multiset \(ms\) and returns the set of majority values in it.

\[
maj\_set(ms) \stackrel{df}{=} \{ v \mid 2 \times ms(v) > |ms| \} .
\]

This set is empty if no majority value exists, or it is a singleton set. Thus, we define \(majority\) to be a function returning the special constant \(no\_majority\) if no majority

\(^3\)If \(V\) is finite, then multisets are finite. Fault-masking votes can only be taken over finite multisets.
value exists and the single majority value otherwise.

\[
\text{majority}(ms) \overset{df}{=} \begin{cases} 
\text{no\textunderscore majority} & : \text{maj\textunderscore set}(ms) = \emptyset \\
\epsilon(\text{maj\textunderscore set}(ms)) & : \text{otherwise}.
\end{cases}
\]

The function \(\epsilon\) is the choice operator that takes a set and returns an arbitrary value in the set if the set is nonempty. Otherwise, an arbitrary value of the same type as the elements in the set is returned [93].

Now we formulate a middle-value selection. Let \(V\) have the linear order \(\preceq\) defined on it. The function \(\text{mid\textunderscore val\textunderscore set}\) takes a multiset and returns the set of values at index \(\lceil n/2 \rceil\) when the values are ordered from least to greatest (the ordering is arbitrary). The set is always a singleton set.

\[
\text{mid\textunderscore val\textunderscore set}(ms) \overset{df}{=} \begin{cases} 
v & : 2 \times |\text{lower\textunderscore filter}(ms, v)| > |ms| \\
& \quad \text{and} 2 \times |\text{upper\textunderscore filter}(ms, v)| \geq |ms| 
\end{cases}.
\]

The function \(\text{lower\textunderscore filter}\) filters out all of the values of \(ms\) that are less than or equal to \(v\), and \(\text{upper\textunderscore filter}\) filters out the values greater than or equal to \(v\). The function \(\text{lower\textunderscore filter}\) is defined as follows:

\[
\text{lower\textunderscore filter}(ms, v) \overset{df}{=} \lambda i. \begin{cases} 
ms(i) & : i \preceq v \\
0 & : \text{otherwise}.
\end{cases}
\]

Similarly,

\[
\text{upper\textunderscore filter}(ms, v) \overset{df}{=} \lambda i. \begin{cases} 
ms(i) & : v \preceq i \\
0 & : \text{otherwise}.
\end{cases}
\]

The relation \(\text{mid\textunderscore val\textunderscore set}(ms)\) is guaranteed to be a singleton set, so using the function \(\epsilon\) mentioned above, we can define \(\text{middle\textunderscore value}\) to return the middle value of a multiset:

\[
\text{middle\textunderscore value}(ms) \overset{df}{=} \epsilon(\text{mid\textunderscore val\textunderscore set}(ms)) .
\]
The following theorem results.

**Theorem 3.1 (Middle Value is Majority).**

\[
\text{majority}(ms) \neq \text{no} \_ \text{majority}
\]

implies \(\text{middle} \_ \text{value}(ms) = \text{majority}(ms)\).

5. Abstracting Communication

We identify two abstractions with respect to communication. First, we abstract the kinds of data communicated. Second, we identify the fundamental conditions that must hold for communication to succeed.

We distinguish between a **functional model** and a **relational model** of communication. In the former, communication is modeled computationally (e.g., using functions like \text{send} from Sect. 3). In the latter more abstract model, conditions on communication are stated such that if they hold, communication succeeds. This section presents a relational model of communication.

5.1. Abstracting Kinds of Communication. Some kinds of information can be modelled by real valued, uniformly continuous functions. Informally, a function is uniformly continuous if small changes in its argument produce small changes in its result; see e.g., Rosenlicht [97]. For example, the values of analog clocks and of thermometers vary with time, and the rate of change is bounded. In a distributed system, a node may sample such a function, i.e., determine an approximation of the function’s value for a given input. We call such functions **inexact functions** and the communication of their values **inexact communication**. We call discrete functions, such as an array sorting algorithm, **exact functions** and communication involving them **exact communication**.
5. ABSTRACTING COMMUNICATION

5.2. Abstracting Communication Conditions. Communication in a fault-tolerant distributed system is successful if validity and agreement hold. For exact communication, their general forms are:

**Exact Validity**: A good receiver’s fault-masking vote is equal to the value of the function good nodes compute.

**Exact Agreement**: All good nodes have equal fault-masking votes.

For inexact communication we have similar conditions:

**Inexact Validity**: A good receiver’s fault-masking vote is bounded above and below by the samples from good nodes, up to a small error margin.

**Inexact Agreement**: All good nodes differ in their fault-masking votes by at most a small margin of error.

A validity property can thus be understood as an agreement between senders and receivers, whereas an agreement property is an agreement between the receivers. We limit our presentation to guaranteeing validity. Agreement is treated similarly, and complete PVS formulations and proofs for both are located on-line [13].

We specifically present conditions that guarantee validity holds after a single broadcast communication round in which each node in a set of senders sends messages to each node in a set of receivers (a degenerate case is when these are singleton sets modeling point-to-point communication between a single sender and receiver). A functional model of a specific communication protocol can then be shown to satisfy these conditions.

First we describe how a single round of exact communication satisfies exact validity, provided that the three conditions Majority Good, Exact Function, and Function Agreement hold. The three conditions state, respectively, that the majority of the values over which a vote is taken come from good senders, that good senders compute
functions exactly (i.e., there is no approximation in sampling an exact function), and that every good sender computes the same function.

For a single round of inexact communication, we have inexact validity if the two conditions Majority Good and Inexact Function hold. Majority Good is the same as above. The Inexact Function condition bounds the variance allowed between the sample of an inexact function computed by a good node for a given input and the actual value of the function for that input. That is, let $e_l$ and $e_u$ be small positive constants representing the lower and upper variation, respectively, allowed between an inexact function $f$ and potential samples of it as depicted in Fig. 2. The sample computed by a good node is bounded by $f - e_l$ and $f + e_u$. We do not present an analog to the Function Agreement condition in the inexact case since nodes often compute and vote over possibly different functions. For example, each node might possess a distinct local sensor that it samples. It is assumed, however, that the functions are related, e.g., each sensor measures the same aspect of the environment.

**Figure 2.** The Inexact Function Condition for Inexact Communication
Clock synchronization [29] is an important case of inexact communication. Clocks
distributed in the system need to be synchronized in order to avoid drifting too far
apart. In this case, sampling a local clock yields an approximation of time.

5.3. Formulation for Exact Communication. First we present the model
of a round of exact communication. For a single round of communication, let $S$
be the set of senders sending in that round. Let $good\_senders \subseteq S$ be a subset of
senders that are good. This set can change as nodes become faulty and are repaired,
so we treat it as a variable rather than a constant. For an arbitrary receiver,\footnote{The receiver can be any receiver, good or faulty. The abstractions described in Sect. 3 allow
us to ignore the fault status of receivers in formal analysis.} let $eligible\_senders \subseteq S$ be the set of senders trusted by the receiver (we assume that
receivers trust all good senders). Then the condition Majority Good is defined

$$\text{majority_good}(good\_senders, eligible\_senders) \overset{df}{=} 2 \times |good\_senders| > |eligible\_senders|$$

and $good\_senders \subseteq eligible\_senders$.

The condition stipulates that a majority of the senders in $eligible\_senders$ are in
$good\_senders$.

Next we describe the values sent and received. Let $MSG$ be the range of the
function computed – these are the messages communicated. The variable $ideal : S \to MSG$ maps a sender to the exact value of a function to be computed by the
sender, for a given input. Doing so frees us from representing the particular function
computed. Similarly, $actual : S \to MSG$ maps a sender to the value that sender
computes for the same function and input. Good senders compute exact functions
exactly:

$$\text{exact\_function}(good\_senders, ideal, actual) \overset{df}{=} \forall s. s \in good\_senders \implies ideal(s) = actual(s)$$
Function Agreement states that the functions computed by any two good senders is the same (i.e., they send the same messages).

\[
function\_agreement(good\_senders, ideal) \overset{df}{=} \\
\forall s_1, s_2. s_1 \in good\_senders \text{ and } s_2 \in good\_senders \\
\text{implies } ideal(s_1) = ideal(s_2).
\]

Before stating the validity result, we must take care of a technical detail with respect to forming the multiset of messages over which a receiver takes a fault-masking vote. For an arbitrary receiver, let the function make_bag take as arguments a nonempty set eligible_senders and a function mapping senders to the message the receiver gets. It returns a multiset of received messages from senders in eligible_senders.

\[
make\_bag(\text{eligible\_senders, actual}) \overset{df}{=} \\
\lambda v. \{ s \mid s \in \text{eligible\_senders} \text{ and } actual(s) = v \}.
\]

For exact messages, validity is the proposition that for any good sender, the exact value of the function it is to compute is the value computed by the receiver’s fault-masking vote. The proposition is defined as follows:

\[
\text{exact\_validity(}\text{eligible\_senders, good\_senders, ideal, actual}\text{)} \overset{df}{=} \\
\forall s. s \in \text{good\_senders} \\
\text{implies } ideal(s) = \text{majority}(\text{make\_bag(}\text{eligible\_senders, actual}\text{)}).
\]

We use majority for the fault-masking vote, but middle-value selection is acceptable given Thm. 3.1 (provided the data is ordered). Using majority, the Exact Validity Theorem reads:
Theorem 3.2 (Exact Validity).

\[ \text{majority_good}(\text{good_senders}, \text{eligible_senders}) \]
and \[ \text{exact_function}(\text{good_senders}, \text{ideal}, \text{actual}) \]
and \[ \text{function_agreement}(\text{good_senders}, \text{ideal}) \]
implies \[ \text{exact_validity}(\text{eligible_senders}, \text{good_senders}, \text{ideal}, \text{actual}) \].

5.4. Formulation for Inexact Communication. Next we model a round of inexact communication. The Majority Good condition is formulated in the same way as for exact communication. To define Inexact Function, we now assume that the elements of MSG have at least the structure of an additive group linearly ordered by \( \preceq \). Inexact Function is defined as the conjunction of two conditions, Lower Function Error and Upper Function Error. These two conditions specify, respectively, the maximal negative and positive error between the exact value of an inexact function and a good sender’s approximation of the inexact function, for a given input.

\[ \text{lower_function_error}(\text{good_senders}, \text{ideal}, \text{actual}) \overset{\text{df}}{=} \forall s. \ s \in \text{good_senders} \implies \text{ideal}(s) - e_l \preceq \text{actual}(s) ; \]

\[ \text{upper_function_error}(\text{good_senders}, \text{ideal}, \text{actual}) \overset{\text{df}}{=} \forall s. \ s \in \text{good_senders} \implies \text{actual}(s) \preceq \text{ideal}(s) + e_u ; \]

\[ \text{inexact_function}(\text{good_senders}, \text{ideal}, \text{actual}) \overset{\text{df}}{=} \]
\[ \text{lower_function_error}(\text{good_senders}, \text{ideal}, \text{actual}) \]
and \[ \text{upper_function_error}(\text{good_senders}, \text{ideal}, \text{actual}) \].

For inexact communication, validity is the proposition that for a fixed receiver, the value determined by a fault-masking vote is bounded both above and below by the messages received from good senders, modulo error values \( e_l \) and \( e_u \). Each sender
Figure 3. Inexact Validity

may be computing a different inexact function, so the vote window depends on both the functions computed as well as the errors in approximating them. Inexact validity is illustrated in Fig. 3, where \( s_1 \) and \( s_2 \) are good senders.

\[
\text{inexact_validity(} \text{eligible_senders}, \text{good_senders, ideal, actual}) \overset{df}{=} \\
\exists s_1. \quad s_1 \in \text{good_senders} \quad \text{and} \quad \text{ideal}(s_1) - e_l \\n\quad \preceq \text{middle_value(make_bag(} \text{eligible_senders, actual}))
\]

and

\[
\exists s_2. \quad s_2 \in \text{good_senders} \quad \text{and} \quad \text{middle_value(make_bag(} \text{eligible_senders, actual})) \\n\quad \preceq \text{ideal}(s_2) + e_u.
\]

The Inexact Validity Theorem then reads:

**Theorem 3.3 (Inexact Validity).**

\[
\text{majority_good(} \text{good_senders, eligible_senders}) \\
\text{and inexact_function(} \text{good_senders, ideal, actual}) \\
\text{implies inexact_validity(} \text{eligible_senders, good_senders, ideal, actual}).
\]
6. Summary

The abstractions, in the language of higher-order logic, pertain to messages, faults, fault-masking, and communication in the formal specification and verification of fault-tolerant distributed protocols.

These abstractions describe a means by which to systematically specify and verify synchronous protocols using a mechanical theorem-prover. Because these abstractions model synchronous protocols, timing abstractions have been ignored. In the next chapter, we describe how temporal abstractions for a class of partially-synchronous protocols called time-triggered protocols.

\footnote{They have not been completely ignored, however. For example, the abstractions of faults described in Section 3 pertain to timing faults as well as data faults.}
CHAPTER 4

Time-Triggered Protocol Verification

In the previous chapter, a set of abstractions for the specification and verification of synchronous distributed protocols was described. These abstractions form the basis for verifying the time-triggered protocols implemented in SPIDER [27]. The synchrony assumption makes the verification feasible, but not trivial.

As shown by Rushby [10], the class of time-triggered protocols can be systematically shown to implement their synchronous specifications. Rushby develops a particular timed model called the time-triggered model. It is a restriction of the partially-synchronous model in which there are lower and upper bounds on the duration of communication and computation. The essential feature of this model is that while the local clocks of individual nodes may not be perfectly synchronized, their disharmony is bounded. Good reasons exist for why safety-critical real-time protocols should satisfy these constraints, as described in Section 2.2, and many do, including those implemented in TTA and SPIDER [7,11].

Rushby’s presentation suffers two shortcomings. First, despite his formal verification of the time-triggered model in the mechanical theorem-prover PVS, three of the four system assumptions (or axioms) not only fail to model the actual behavior of time-triggered systems, but are in fact inconsistent [28]. We mend these assumptions as well as remove redundant axioms in the theory in Appendix A.

Second, the model is too constrained to model many protocol implementations of time-triggered systems. We generalize the theory for the specification and verification of implemented time-triggered systems. The generalization aims to give a
concrete answer to the question, “What are the most general constraints under which the synchrony assumption is satisfied?” The theory is extended along the following dimensions:

- event-triggered behavior,
- communication delays,
- reception windows,
- non-static clock skew, and
- pipelined rounds.

Some protocols occasionally manifest event-triggered behavior. A typical example is a clock synchronization protocol such as Davies and Wakerly’s protocol [98] or Srikanth and Toueg’s protocol [99]. Some of the messages sent in the protocol may be determined by the global schedule, but others are event-triggered: when a node receives some number of messages over its inbound channels, it sends a synchronization (or echo) message. Our theory should be rich enough to model this behavior; see Section 3.2 for an application.

Provisions for reasoning about non-static clock skew have two benefits. First, they allow protocols that satisfy the assumptions of the time-triggered model but nevertheless directly affect the system’s timing characteristics (e.g. clock synchronization, self-stabilization, and startup protocols) to be specified in a synchronous model. Second, they allow for formal reasoning about schedule optimizations. Time-triggered system schedules (also known as task-descriptor lists [8]) are usually designed with respect to the maximum possible clock skew during the normal operation of the system. When clocks are not resynchronized, the maximum possible clock skew increases as a function of time. If the difference between possible clock skew at different points in the system’s execution is significant, then a schedule can be tightened at those points that the clock skew is small.
It is possible to pipeline the communication and computation rounds of a single protocol or of multiple protocols for better throughput; we call pipelining of this sort *round-based pipelining*. Embedded control systems often have hard real-time deadlines that may require aggressive schedules. Extensions to reason about pipelined communication allows these sort of designs to be modeled and explored for non-pipelined systems.

In the second half of this chapter, we demonstrate how to formally verify that an implemented protocol schedule for a realized system satisfies the constraints necessary to abstract the protocol synchronously. The verification is highly automated using SAL. Verifying that a schedule satisfies the constraints is accomplished by the $k$-induction proof technique. This methodology allows one to mechanically check that a schedule satisfies the time-triggered model constraints and to optimize the schedule. Not only does this provide for the possibility of implementing a tighter schedule, but in a fault-tolerant system, a tighter schedule can increase a system’s ability to detect timing faults [48].

In Section 1, we revise the formal theory of time-triggered systems developed by Rushby [10]. In Section 2, extensions are given to the theory as well as proofs that the extended theory satisfies the synchrony assumption. The modeling and verification of an implementation schedule in SAL is described in Section 3. Two case-studies applying these techniques are described. In the first case-study, a schedule for the SPIDER Distributed Diagnosis Protocol is verified; in the second, a schedule for the SPIDER Clock Synchronization Protocol is verified. The specifications and proofs in PVS and SAL associated with this chapter can be found on-line [13].
1. The Time-Triggered Model

We review Rushby’s model [10]. In this presentation, we have mended the inconsistent axioms and modified the proofs accordingly, removed redundant axioms, and formalized the presentation slightly (by clearly distinguishing the syntax and the semantics of the model). Theorem 4.15 demonstrates that a simulation relation exists between this time-triggered model and an untimed synchronous model.

This theory of time-triggered systems does not describe the effects of faulty nodes and communication channels. Abstractions for modeling these in the synchronous model are described in Chapter 3. The intention of this theory is to demonstrate the schedule constraints nonfaulty nodes must satisfy – indeed, these constraints characterize nonfaulty temporal behavior in the time-triggered model. The theory is not used to verify the correctness of protocols specified in the theory. Therefore, in the remainder of this chapter, all nodes and communication channels are considered to be nonfaulty.

1.1. Syntax. The signature of a time-triggered protocol extends the signature for a protocol specification in the synchronous model from Section 3.1. We define real time to be the set of real numbers \( \mathbb{R} \) and clock-time to be the set of integers \( \mathbb{Z} \). Real time is measured in some arbitrary unit of time (e.g. milliseconds), and clock-time is measured in ticks, where one tick is one unit on the integral number line.

The synchronous model in Section 1 is augmented with the following declarations:

- An inverse clock function \( C_p : \mathbb{R} \to \mathbb{Z} \) that takes a real time as an input and returns a clock-time, for each node \( p \).
- A schedule function \( \text{sched} : \mathbb{N} \to \mathbb{Z} \) from rounds to clock-time. It determines the clock-time at which nodes should execute some instruction.
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- A communication offset function $D : \mathbb{N} \rightarrow \mathbb{Z}$ from rounds to a clock-time offset. It determines the clock-time at which nodes send messages in each round.
- A computation offset function $P : \mathbb{N} \rightarrow \mathbb{Z}$ from rounds to a clock-time offset. It determines the clock-time at which nodes begin computation in each round.
- A clock drift rate $\rho \in \mathbb{R}$ such that $0 < \rho < 1$. This is the maximum rate at which a clock may drift.
- A maximum clock skew $\Sigma \in \mathbb{N}$ that is a nonnegative clock-time denoting the maximum difference between the clocks of individual nodes (described below).
- A maximum communication delay $\delta \in \mathbb{R}^0$ denoting a nonnegative real number that is the maximum communication delay between when messages are sent and received by nodes.

We constrain the interpretations that can be given to the syntax when defining a time-triggered system with the following axioms. These axioms are divided into two groups, system assumptions and schedule constraints (or simply constraints). The system assumptions describe the assumed behavior of the underlying system, most notably, the behavior of the local clocks. The schedule constraints ensure the schedule of time-triggered events, given the system assumptions, gives rise to a time-triggered realization.

1.1.1. System Assumptions. Axiom 4.1 states the maximum clock drift as a function of the maximum drift rate, $\rho$. Axiom 4.2 ensures the skew between clocks is no greater than the maximum clock skew, $\Sigma$. Axiom 4.3 ensures that messages are received within the communication delay of when they are sent and that messages received were not “spontaneously generated.”
Axiom 4.1 (Clock Drift Rate). Let $t_1 \geq t_2$. Then $\lfloor (1 - \rho) \cdot (t_1 - t_2) \rfloor \leq C_p(t_1) - C_p(t_2) \leq \lceil (1 + \rho) \cdot (t_1 - t_2) \rceil$.

Axiom 4.2 (Clock Synchronization). $|C_q(t) - C_p(t)| \leq \Sigma$.

Axiom 4.3 (Maximum Communication Delay). There exists some $0 \leq d \leq \delta$ such that $\text{sent}_p(q, m, t)$ implies $\text{recv}_q(p, m, t + d)$, and there exists some $0 \leq d' \leq \delta$ such that $\text{recv}_q(p, m, t)$ implies $\text{sent}_p(q, m, t - d')$.

Lemma 4.4. $t_1 < t_2$ implies $C_p(t_1) \leq C_p(t_2)$.

Proof. By Axiom 4.1, $C_p(t_2) \geq C_p(t_1) + \lfloor (1 - \rho)(t_2 - t_1) \rfloor$.

1.1.2. Schedule Constraints. Axiom 4.5 orders the communication phase and the computation phase for each round. Axiom 4.6 ensures that the communication offset is strictly greater than the maximum skew. Axiom 4.7 ensures that the computation phase is sufficiently greater than the communication offset.

Axiom 4.5 (Offset Constraint). Let $\text{dur}(r) \overset{df}{=} \text{sched}(r + 1) - \text{sched}(r)$. Then $0 < D(r) < P(r) < \text{dur}(r)$.

This axiom is illustrated in Figure 1.

![Figure 1. Axiom 4.5](image)

Axiom 4.6 (Communication Constraint). $D(r) \geq \Sigma$.

Axiom 4.7 (Computation Offset Constraint). $P(r) > D(r) + \Sigma + \lceil 1 + \rho \rceil \cdot \delta$.
1.2. Semantics. The semantics for the time-triggered model is a transition system in which states are pairs of the form \((s, t)\), where \(s\) is a global state of the system together with the current real time, \(t\). The transitions between states are determined by an axiomatization. First, some uninterpreted functions and relations are stated to aid in this axiomatization. Although these functions and relations are uninterpreted, we state their intended meaning that is provided by the axiomatization that follows.

- A relation \(\text{sent}_p \subseteq \text{out_nbrs}_p \times \text{mess} \times \mathbb{R}\), the tuples of which consist of a node \(q\) (that is an outbound neighbor of \(p\)), a message \(m\), and a real time \(t\) and holds if \(p\) sent message \(m\) to \(q\) at real time \(t\).
- A relation \(\text{recv}_p \subseteq \text{out_nbrs}_p \times \text{mess} \times \mathbb{R}\), the tuples of which consist of a node \(q\) (that is an inbound neighbor of \(p\)), a message \(m\), and a real time \(t\) and holds if \(p\) received message \(m\) from \(q\) at real time \(t\).
- A function \(\text{sendtime}_p : \mathbb{N} \rightarrow \mathbb{R}\) from rounds to real times denoting the real time \(p\) broadcast messages in each round.
- A time-triggered system state function \(\text{ttss}_p(\text{init}_s)(T)\) that takes a global initial state \(\text{init}_s\), a clock-time \(T\), and returns node \(p\)'s state after executing for \(T\) clock ticks from the initial state.
- A time-triggered inbound messages function \(\text{ttin}_p : \mathbb{Z} \times \text{out_nbrs}_p \rightarrow \text{mess}\) that maps a clock-time \(T\) and an inbound neighbor \(q\) to the message \(p\) receives from \(q\) at \(T\).
- A time-slice function \(\text{gs} : \mathbb{N} \rightarrow \mathbb{R}\) from rounds to real times. Its purpose is to provide real times at which the system state of the time-triggered model of a protocol is the same as the untimed model of the protocol, for each round.

Axiom 4.8 constrains the \(\text{sendtime}_p\) function by ensuring that at the real time that \(p\) broadcasts its message in round \(r\), its clock-time is at the communication offset into that round. Axioms 4.9 and 4.10 primarily constrain the behavior of the \(\text{sent}_p\)
function by first stating the sufficient conditions for it to hold and then the necessary conditions for it to hold. Axiom 4.9 ensures that the message $p$ sends to $q$ at the real time $sendtime_p(r)$ is the message generated by its message-generation function using its time-triggered state at the beginning of round $r$. Axiom 4.10 ensures that if the $sendtime_p$ relation is satisfied, then it is satisfied by a message generated by the message-generation function in some round and by the real time at the communication delay into the round. Axiom 4.11 constrains the behavior of the $ttin_p$ function by ensuring that for any clock-time $T$ in a computation phase of round $r$, $ttin_p(T, q)$ is the message $p$ receives from $q$ in round $r$ before the computation phase begins (if a message is in fact received). Axioms 4.12 and 4.13 constrain the $ttss_p$ function. Axiom 4.12 determines $p$’s time-triggered state at the clock-time $sched(r)$, for each round $r$ to be either the initial state for round 0, or by the state-transition function being applied to $p$’s time-triggered state in the previous round and the time-triggered inbound messages it received during the communication phase in the previous round. Axiom 4.13 ensures that outside of the computation phase, $p$’s time-triggered state does not spontaneously change. Finally, Axiom 4.14 constrains the real time $gs(r)$ to be the real time at which the process with the slowest clock has reached $sched(r)$.

In the following, let the pre-computation phase relation take a real time and a round such that $pre\_comp\_phase_p(t, r)$ if and only if $sched(r) \leq C_p(t) < sched(r) + P(r)$. Intuitively, the pre\_comp\_phase relation holds for a real time $t$ and round $r$ if $t$ is in the round, but before the computation phase begins.

**AXIOM 4.8.** $C_p(sendtime_p(r)) = sched(r) + D(r)$.

**AXIOM 4.9.** $sent_p(q, msg_p(ttss_p(init_s)(sched(r)), q), sendtime_p(r))$.

**AXIOM 4.10.** $sent_p(q, m, t)$ implies there exists a round $r$ such that $t = sendtime_p(r)$ and $m = msg_p(ttss_p(init_s)(sched(r))$. 
Axiom 4.11.  \( \text{sched}(r) + P(r) \leq T < \text{sched}(r + 1) \) implies
\[
\text{ttin}_p(T, q) = \epsilon(\{m \in \text{mess} | \exists t \in \mathbb{R}. \text{pre\_comp\_phase}_p(t, r) \text{ and } \text{recv}_p(q, m, t)\}). \quad \footnote{The function \( \epsilon \) is the \textit{choice operator} that takes a set and returns an arbitrary value in the set if the set is nonempty. Otherwise, an arbitrary value of the same type as the elements in the set is returned \cite{93}.}
\]

Axiom 4.12. Let \( T = \text{sched}(r - 1) + P(r - 1) \). Then
\[
\text{ttss}_p(\text{init\_s})(\text{sched}(r)) = \\
\quad \text{if } r = 0 \text{ then } \text{init\_s}_p \\
\quad \text{else } \text{trans}_p(\text{ttss}_p(\text{init\_s})(T), \lambda q. \text{ttin}_p(T, q)).
\]

Axiom 4.13.  \( \text{sched}(r) \leq T \leq \text{sched}(r) + P(r) \) implies
\[
\text{ttss}_p(\text{init\_s})(T) = \text{ttss}_p(\text{init\_s})(\text{sched}(r)).
\]

\[
\forall q : C_q(\text{gs}(r)) \geq \text{sched}(r) \\
\text{and } \exists p : C_p(\text{gs}(r)) = \text{sched}(r).
\]

The transition relation over the states satisfies these axioms.

This axiomatization ensures a simulation relation exists between a synchronous protocol and its time-triggered implementation, as stated in Theorem 4.15.

Theorem 4.15.  \( \text{ttss}_p(\text{init\_s})(C_p(\text{gs}(r))) = \text{run}_p(r, \text{init\_s}). \)

Proof. See \cite{10} for a proof sketch and \cite{13} for a mechanized proof in PVS.  \qed

2. Extending The Axiomatization

The goal in extending the axiomatization is to generalize the class of time-triggered implementations that can be faithfully abstracted to the synchronous model. Syntax and constraints are added to model the following:
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- event-triggered behavior where the time at which some action is taken varies between nodes;
- the nominal expected communication delay, as well as lower and upper bounds on the difference between the nominal delay and the actual delays in communication;
- the existence of a reception window during which nodes accept incoming messages;
- changes in clock skew over time (the maximum possible skew increases when clocks continue to drift after some initial synchronization, and it may decrease after a resynchronization protocol is executed);
- the pipelining of communication and computation phases.

2.1. Generalized Syntax. The following generalizes the syntax for specifying a time-triggered protocol.

**Event Triggering:** Rather than a global schedule that marks the beginning of each round, the schedule $\text{sched}_p : \mathbb{N} \rightarrow \mathbb{Z}$ is a function from rounds to clock-times, for each node $p$. It parameterizes the communication and computation phase schedules, defined as offsets from the beginning of the round. We take a more general view of the schedule function now: the schedule function may *determine* the time at which some event occurs, for a time-triggered action, or it may simply denote the clock-time at which an event occurs for an event-triggered action. An application is the SPIDER Clock Synchronization Protocol in Section 3.2. The uninterpreted function $\Lambda : \mathbb{N} \rightarrow \mathbb{Z}$ is a function from rounds to clock-times denoting the maximum clock-time discrepancy between the schedule functions for that round.
Communication Delay: The real-time constant $\delta_{nom} > 0$ denotes the expected nominal delay between when a message is sent and when it is received. The small real-time constants $e_l > 0$ and $e_u > 0$ denote the maximum delays such that a receiver may receive a message at time $t$, where $\delta_{nom} - e_l \leq t \leq \delta_{nom} + e_u$. We require $e_l < \delta_{nom}$ and $e_u < \delta_{nom}$.

Reception Window: The function $R : \mathbb{N} \to \mathbb{Z}$ is a function from rounds to a reception window offset. It marks the clock-time at which a node accepts inbound messages. In round $r$, the reception window closes at $P(r)$.

Dynamic Skew: In the execution of a time-triggered system, the maximum skew varies. For example, a clock synchronization protocol resynchronizes clocks and reduces the skew. A small skew is preferable as it allows for a tighter schedule. In the original analysis, a single constant skew is assumed, and this must be set to the largest possible skew.

This can be generalized. In each round $\Sigma(r) \geq 0$ is the greatest clock-time skew occurring between a sender and receiver during the duration of round $r$.

Pipelined Rounds: In some rounds, the messages sent depends on new state computed in the previous round. In these rounds, no node should send its messages until it completes its computation from the previous round. In rounds where this dependency does not hold, the communication phase of round $r$ can begin before the computation phase of round $r + 1$ ends. We call this round-based pipelining, or simply pipelining, since this is the only sort of pipelining addressed.

A binary relation, independent, over rounds holds if messages to be sent in $r + 1$ do not depend on the computation that occurs during round $r$. We leave the relation uninterpreted, but constrain its behavior with Axiom 4.22.
The following axioms relax those from Section 1 as well as constrain the possible interpretations of the additional syntax described above. Axioms 4.16 and 4.17 in Section 2.1.1 are generalized system assumptions. Axiom 4.22 is an axiom in the untimed model that describes pipelined behavior. Axioms 4.19 through 4.21 in Section 2.1.3 are generalized schedule constraints, Axiom 4.18 in Section 2.1.2 is a new system assumption, and Axioms 4.23 through 4.25 in Section 2.1.4 are new schedule constraints. The clock drift rate axiom (Axioms 4.1) from Section 1.1 is not generalized below but is assumed to hold.

2.1.1. Generalized System Assumptions. Axiom 4.16 generalizes Axiom 4.2. For nodes \( p \) and \( q \) and real time \( t \), if the node with the faster clock at time \( t \) has reached clock-time \( \min(sched_p(r), sched_q(r)) + D(r) \) and the node with the slower clock has not surpassed the clock-time \( \max(sched_p(r), sched_q(r)) + P(r) \), then their clocks differ by at most \( \Sigma(r) \). Clock-time \( sched_p(r) + D(r) \) is the clock-time at which \( p \) sends its messages in round \( r \), and \( sched_p(r) + P(r) \) is the clock-time at which it begins the computation phase of round \( r \). Thus, the clock synchronization assumption ensures that if any clock is in the communication phase of round \( r \), all of the clocks are synchronized within the skew of that round. Because clock synchronization affects only inter-node communication, the computation phase does not need to be similarly constrained. Depending on the schedule, the clocks may be constrained by the skew values for multiple rounds.

Axiom 4.16 (Clock Synchronization).

\[
\begin{align*}
\max(C_p(t), C_q(t)) & \geq \min(sched_p(r), sched_q(r)) + D(r) \\
\text{and } \min(C_p(t), C_q(t)) & \leq \max(sched_p(r), sched_q(r)) + P(r)
\end{align*}
\]

implies \( |C_q(t) - C_p(t)| \leq \Sigma(r) \).

2.1.2. New System Assumptions. Axiom 4.17 is a straightforward generalization of Axiom 4.3 that takes into account communication delay.
Axiom 4.17 (Maximum Communication Delay). There exists some $\delta_{\text{nom}} - e_l \leq d \leq \delta_{\text{nom}} + e_u$ such that $\text{sent}_p(q, m, t)$ if and only if $\text{recv}_q(p, m, t+d)$, and there exists some $\delta_{\text{nom}} - e_l \leq d' \leq \delta_{\text{nom}} + e_u$ such that $\text{recv}_q(p, m, t)$ if and only if $\text{sent}_p(q, m, t - d')$.

Axiom 4.18 constrains the maximum discrepancy permitted between the schedule functions of two nodes for a given round with respect to the value of the uninterpreted function $\Lambda$. For a particular implementation, whether this constraint is met depends on the constraints for the event-triggered behavior of the individual nodes.

\textbf{Axiom 4.18.} $0 \leq |\text{sched}_p(r) - \text{sched}_q(r)| \leq \Lambda(r)$.

2.1.3. Generalized Schedule Constraints. Axiom 4.5 is weakened by 4.19. Notice that $D(r)$ no longer needs to be positive, so nodes may send messages for round $r$ before that round begins.

\textbf{Axiom 4.19 (Offset Constraint).} $0 < P(r) < \text{dur}(r)$.

Axiom 4.20 weakens Axiom 4.6 insofar as (1) $D(r)$ may be negative, and (2) if the nominal delay is substantially greater than the skew, the skew has little bearing on when messages must be sent (this is often the case in time-triggered systems, which are generally highly-synchronized).

\textbf{Axiom 4.20 (Communication Constraint).}

\[ D(r) \geq \Sigma(r) + \Lambda(r) - [(1 - \rho) \cdot (\delta_{\text{nom}} - e_l)] . \]

Axiom 4.21 generalizes Axiom 4.7 by taking into account the nominal communication delay and upper error bound on communication delay.

\textbf{Axiom 4.21 (Computation Offset Constraint).}

\[ P(r) > D(r) + \Sigma(r) + \Lambda(r) + [(1 + \rho) \cdot (\delta_{\text{nom}} + e_u)] . \]
2.1.4. *New Schedule Constraints.* First, we state an axiom in the synchronous model (Section 3.1) that describes the effects of pipelining. The schedule constraints follow.

Axiom 4.22 describes the behavior of pipelined communication and computation phases by stating that in the synchronous model, the execution of rounds $r + 1$ and $r$ can be transposed. Formally,

Axiom 4.22 (Pipelining).

$$
\neg \text{independent}(0) \\
\text{and (} \text{independent}(r) \\
\text{implies (} \forall q \in \text{out_nbrs}_p : \\
\text{msg}_p(\text{run}_p(r, \text{init}_s), q) \\
= \text{msg}_p(\text{run}_p(r - 1, \text{init}_s), q)) \\
) 
$$

The following are new schedule constraints that ensure pipelining works correctly. Axiom 4.23 ensures that pipelining only occurs when the messages to be sent do not depend on the computations from the previous round. Axiom 4.24 restricts pipelining to consecutive rounds. The effect of pipelining is illustrated in Figure 2.

Axiom 4.23. $\neg \text{independent}(r)$ implies $D(r) \geq 0$.

Axiom 4.24. $r > 0$ implies $D(r) \geq P(r - 1) - \text{dur}(r - 1)$.

![Figure 2. Pipelined Communication Phase (Axiom 4.24)](image)
We consider only the case in which the communication phase in a round may begin during the computation phase of the immediately preceding round. More aggressive pipelining is possible. For example, if multiple communication phases overlap, messages sent in the communication phase of one round may arrive after the messages sent in a succeeding phase arrive. In this case, messages should be tagged with their round number, or some other mechanism should be provided to discriminate these inbound messages. Inbound messages also need to be buffered.

Axiom 4.25 constrains the scheduling for when the reception window is opened. The axiom is illustrated in Figure 3. The reception window must be opened soon enough so that any message sent by a node is received within the window. The formula \( [(1 - \rho) \cdot (\delta_{nom} - e)] \) gives a lower bound on the minimum message delay. We add \( D(r) \) to take into account the clock-time offset at which the message is sent. The skew for the round, \( \Sigma(r) \), is subtracted to account for the case where the receiver’s clock is maximally faster than the sender’s. A constant of one tick is added to the upper bound on \( R(r) \) because the reception window is opened on a clock edge, but messages arrive asynchronously. A message that arrives strictly less than one clock tick before the reception window is opened will be latched on the clock edge when the window is opened. In defining the semantics below, an axiom ensures that messages received during this window are latched appropriately.

**Axiom 4.25 (Reception Window Constraint).**

\[
0 \leq R(r) \leq D(r) + [(1 - \rho) \cdot (\delta_{nom} - e)] - \Sigma(r) - \Lambda(r) + 1.
\]

**2.2. Generalized Semantics.** The semantics are generally the same as those given in Section 1.2, once the corresponding axioms are generalized. Axiom 4.8 is generalized by Axiom 4.26 in which the schedule function is parameterized:
2. Extending the Axiomatization

Axiom 4.26. \[ C_p(\text{sendtime}_p(r)) = \text{sched}_p(r) + D(r) \, . \]

Axioms 4.9 and 4.10 are generalized by Axioms 4.27 and 4.28, respectively, to take into account the communication offset:

Axiom 4.27. \[ \text{sent}_p(q, \text{msg}_p(\text{ttss}_p(\text{init}_s)(\text{sched}_p(r) + D(r)), q), \text{sendtime}_p(r)) \, . \]

Axiom 4.28. \[ \text{sent}_p(q, m, t) \text{ implies there exists a round } r \text{ such that } t = \text{sendtime}_p(r) \text{ and } m = \text{msg}_p(\text{ttss}_p(\text{init}_s)(\text{sched}_p(r) + D(r)) \, . \]

The relation \( \text{recv}_\text{win}_\text{open}_p \) takes a real time \( t \) and a round \( r \) and is true if the real time falls within \( p \)'s reception window for round \( r \).

Definition 4.1 (Reception Window Open).

\[ \text{recv}_\text{win}_\text{open}_p(t, r) \overset{\text{df}}{=} \text{sched}_p(r) + R_p(r) - 1 \leq C_p(t) < \text{sched}_p(r) + P(r) \, . \]

Recall that the constraint Axiom 4.25 places on \( R_p(r) \) is weak enough so that messages from senders may arrive strictly less than one clock tick before \( R_p(r) \) is reached, but these messages are latched at \( R_p(r) \). Therefore, \( \text{recv}_\text{win}_\text{open}_p(t, r) \) holds for any real time \( t \) that is mapped to a clock-time strictly greater than \( R_p(r) - 1 \) (and strictly less than the beginning of the computation phase).

Axiom 4.29. \[ \text{sched}_p(r) + P(r) \leq T < \text{sched}_p(r + 1) \text{ implies } \]

\[ \text{ttin}_p(T, q) = \epsilon(\{m \in \text{mess} \mid \exists t \in \mathbb{R}. \text{recv}_\text{win}_\text{open}_p(t, r) \text{ and } \text{recv}_p(q, m, t)\}) \, . \]
Axiom 4.29 restricts Axiom 4.11 insofar as the time-triggered message received must be received within the reception window.

Axioms 4.12 through 4.14 are generalized by Axioms 4.30 through 4.32, respectively, by parameterizing the schedule functions:

**Axiom 4.30.** Let \( T = \text{sched}_p(r - 1) + P(r - 1) \). Then

\[
\text{ttss}_p(\text{init}_s)(\text{sched}_p(r)) =
\begin{align*}
\text{if } r = 0 \text{ then } & \text{init}_s p \\
\text{else } & \text{trans}_p(\text{ttss}_p(\text{init}_s)(T), \lambda q. \text{ttin}_p(T, q)).
\end{align*}
\]

**Axiom 4.31.** \( \text{sched}_p(r) \leq T \leq \text{sched}_p(r) + P(r) \) implies

\[
\text{ttss}_p(\text{init}_s)(T) = \text{ttss}_p(\text{init}_s)(\text{sched}_p(r)).
\]

**Axiom 4.32.** For all nodes \( l \),

\[
\forall q : C_q(gs(r)) \geq \text{sched}_l(r))
\]

and

\[
\exists p : C_p(gs(r)) \geq \text{sched}_l(r)).
\]

Furthermore, an additional axiom constrains the effects of pipelining. Axiom 4.33 ensures that while a node is in its computation phase, its state is either the state it has before applying its state-transition function in that round or the updated state resulting from its application (in this model, the state is updated at some nondeterministic time during the computation phase, but the entire state is updated instantaneously).

**Axiom 4.33.** \( \text{sched}_p(r) + P(r) \leq T < \text{sched}_p(r + 1) \) implies either \( \text{ttss}_p(\text{init}_s)(T) = \text{ttss}_p(\text{init}_s)(\text{sched}_p(r)) \) or \( \text{ttss}(\text{init}_s)(T) = \text{ttss}(\text{init}_s)(\text{sched}_p(r + 1)) \).

The transition system is constructed according to these axioms.
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2.3. Simulation Proof. To demonstrate an equivalence between the time-triggered and untimed models, a simulation relation is shown to hold between the transition systems constructed for each model. There are two possible simulations that can be demonstrated, a real-time simulation or a clock-time simulation. A real-time simulation is one such that for each round, there exists a real time where the state of each node in the time-triggered model is the same as the states of the nodes in the synchronous model. A clock-time simulation is one in such that for each round, there exists a clock-time where the state of each node in the time-triggered model is the same as the states of the nodes in the synchronous model. In a synchronized system, such as a time-triggered system, a clock-time simulation implies a real-time simulation. We therefore prove a clock-time simulation exists first, and then we use this to demonstrate the existence of a real-time simulation.

A primary characteristic of a time-triggered system – and one upon which the simulation proof depends – is that messages sent by nodes are received at the appropriate time. Our first obligation is to show the schedule constraints are sufficient to ensure that if \( p \) is a node that sends a message to node \( q \) at real time \( t \), then

\[
C_p(t) = sched_p(r) + D(r)
\]

implies \( recv\_win\_open(sendtime_q(r) + d, r) \)

where \( \delta_{nom} - e_t \leq d \leq \delta_{nom} + e_u \). By the definition of \( recv\_win\_open \) (Definition 4.1), this expands into two inequalities. The first inequality is proved in Lemma 4.35 and the second is proved in Lemma 4.36. First, we prove a small supporting result in Lemma 4.34.

**Lemma 4.34.** Let \( C_p(t) = sched_p(r) + D(r) \), and let \( \delta_{nom} - e_t \leq d \leq \delta_{nom} + e_u \). Then

\[
\min(C_p(t + d), C_q(t + d)) \leq \max(sched_p(r), sched_p(r)) + P(r).
\]
Proof. By Axiom 4.1,

\[ C_p(t + d) - C_p(t) \leq \lceil (1 + \rho) \cdot d \rceil, \]

so

\[ C_p(t + d) \leq sched_p(r) + D(r) + \lceil (1 + \rho) \cdot d \rceil. \]

The result follows from the preceding inequality and by Axiom 4.21.

\[ \square \]

Lemma 4.35. Let \( C_p(t) = sched_p(r) + D(r) \). Then \( sched_q(r) + R(r) - 1 < C_q(t + d) \).

Proof. By the hypothesis, Axiom 4.16 and Lemma 4.34,

\[ |C_q(t + d) - C_p(t + d)| \leq \Sigma(r), \]

which implies that

\[ C_p(t + d) \leq C_q(t + d) + \Sigma(r). \]

By Axiom 4.1,

\[ (1 - \rho) \cdot d + C_p(t) \leq C_p(t + d). \]

Inequalities 2 and 3 imply

\[ (1 - \rho) \cdot d + C_p(t) \leq C_q(t + d) + \Sigma(r), \]

and since \( C_p(t) = sched_p(r) + D(r) \) by assumption,

\[ (1 - \rho) \cdot d + sched_p(r) + D(r) \leq C_q(t + d) + \Sigma(r). \]

By Axiom 4.25 and since

\[ (1 - \rho) \cdot (\delta_{nom} - e_l) \leq d, \]

it follows that

\[ sched_p(r) + R(r) + \Lambda(r) - 1 < C_q(t + d). \]

The result follows from Equation 4 and Axiom 4.18.

\[ \square \]
Lemma 4.36. Let $C_p(t) = \text{sched}_p(r) + D(r)$. Then $C_q(t + d) < \text{sched}_q(r) + P(r)$.

Proof. By Axiom 4.16 and Lemma 4.34,

$$|C_q(t + d) - C_p(t + d)| \leq \Sigma(r),$$

which implies

$$C_q(t + d) \leq C_p(t + d) + \Sigma(r).$$

From inequality 1 of Lemma 4.34 and our assumption that $C_p(t) = \text{sched}(r) + D(r)$,

$$C_p(t + d) \leq \text{sched}_p(r) + D(r) + \lceil (1 + \rho) \cdot d \rceil.$$

From Inequalities 5 and 6,

$$C_q(t + d) \leq \text{sched}_p(r) + D(r) + \Sigma(r) + \lceil (1 + \rho) \cdot d \rceil.$$

The result follows from the preceding inequality and Axiom 4.21.

Lemma 4.37 ensures $p$’s time-triggered state at $\text{sched}_p(r) + D(r)$, when $p$ generates its message for round $r$, is equal to its untimed state in round $r$ if $r$ is not pipelined; otherwise, it is equal to either its untimed state in round $r$ or $r - 1$.

Lemma 4.37. Suppose that for all rounds $j \leq r$,

$$\text{ttss}_p(\text{init\_s})(\text{sched}_p(j)) = \text{run}_p(j, \text{init\_s}).$$

Let $s = \text{ttss}_p(\text{init\_s})(\text{sched}_p(r) + D(r))$. Then if $\text{independent}(r)$, then either $s = \text{run}_p(r, \text{init\_s})$ or $s = \text{run}_p(r - 1, \text{init\_s})$; otherwise, $s = \text{run}_p(r, \text{init\_s})$.

Proof. We consider the cases of whether $\text{independent}(r)$ holds.

(1) If $\text{independent}(r)$ is false, then by Axiom 4.23, $D(r) \geq 0$. By Axiom 4.21, $D(r) < P(r)$, and so by Axiom 4.31, $s = \text{ttss}_p(\text{init\_s})(\text{sched}_p(r))$. Thus, by Equation 7, $s = \text{run}_p(r, \text{init\_s})$. 


(2) If \( \text{independent}(r) \) holds, and \( D(r) \geq 0 \), then the result holds by the above argument. Otherwise, by Axiom 4.24,
\[
D(r) + \text{sched}_p(r) \geq P(r - 1) + \text{sched}_p(r - 1).
\]

The result follows immediately from Axiom 4.33.

Lemma 4.38 shows that if each node’s time-triggered state is the same as its untimed state, then in the time-triggered model, the messages a node \( p \) has received when it begins its computation phase in round \( r \) are the messages sent to \( p \) by the other nodes in round \( r \), generated from their time-triggered states at the beginning of that round.

**Lemma 4.38.** Suppose that for all processes \( q \in \text{in_nbrs}_p \) and all rounds \( j \leq r \),
\[
\text{ttss}_q(\text{init}_s)(\text{sched}_q(j)) = \text{run}_q(j, \text{init}_s).
\]

Then
\[
\text{ttin}_p(\text{sched}_p(r) + P(r), q) = \text{msg}_q(\text{ttss}_q(\text{init}_s)(\text{sched}_q(r)), p).
\]

**Proof.** By Axiom 4.29, \( \text{ttin}_p(\text{sched}_p(r) + P(r), q) \) is the message \( p \) receives from \( q \) in the communication phase of round \( r \), if a message is in fact received. First we show a message is received (Item 1), and then we show that Equation 9 holds, so the message sent is the message received (Item 2).

1. Axioms 4.26 and 4.27 ensure that \( q \) sends \( p \) a message at clock-time \( \text{sched}_q(r) + D(r) \). Axiom 4.17 ensures this message is received by \( p \) at real time \( \text{sendtime}_q(r) + d \), where \( \delta_{\text{nom}} - e_t \leq d \leq \delta_{\text{nom}} + e_u \). Lemmas 4.35 and 4.36 ensure that the reception window is open at this time.
(2) We must show that the message generated by $q$ from its state at this clock-time is the same as the message generated by $q$ at $sched_q(r)$. Consider the cases of whether $r$ is independent or not.

- If $r$ is not independent, then by Axiom 4.23, the communication offset is nonnegative. By Axiom 4.31, $q$’s state is invariant during its communication phase, so $q$’s state at clock-time $sched_q(r) + D(r)$ is the same as its state at clock-time $sched_q(r)$. Thus, $q$’s message is generated from its state, $ttss_q(init_s)(sched_q(r))$, and the result follows immediately.

- If $r$ is independent, then by Lemma 4.37, $q$’s time-triggered state at $sched_q(r) + D(r)$ is equal to either its untimed state in round $r - 1$ or round $r$. In the first case, the message generated is the same as the one generated by $q$’s untimed state in round $r$ by Axiom 4.22 which, by assumption (Equation 8), is the same message as that generated by $q$’s time-triggered state at $sched_q(r)$. The second case holds by the same reasoning as when $r$ is not independent, described above.

\[\square\]

Lemma 4.39 demonstrates that for node $p$, when its clock-time is $sched_p(r)$, its time-triggered state is the same as its untimed state in round $r$.

**Lemma 4.39 (Clock-Time Simulation).** $ttss_p(init_s)(sched_p(r)) = run_p(r, init_s)$.

**Proof.** By induction on the rounds.

**Base Case:** In the base case, $r = 0$, and both the time-triggered system and the untimed system are in their initial states, $init_s$.

**Induction Step:** The induction hypothesis is

$$ttss_p(init_s)(sched_p(r)) = run_p(r, init_s),$$
and we show that
\[ \text{ttss}_p(init_s)(\text{sched}_p(r + 1)) = \text{run}_p(r + 1, init_s)(r + 1). \]

Unfolding ttss and run gives us
\[ \text{trans}_p(\text{ttss}_p(init_s)(T), \lambda q. \text{ttin}_p(T, q)) \]
\[ = \text{trans}_p(\text{run}_p(r, init_s), \lambda q. \text{msg}_q(\text{run}_q(r, init_s), p)) \]
where \( T = \text{sched}_p(r - 1) + P(r - 1). \) Substituting the induction hypothesis gives us
\[ \text{trans}_p(\text{run}_p(r, init_s), \lambda q. \text{ttin}_p(T, q)) \]
\[ = \text{trans}_p(\text{run}_p(r, init_s), \lambda q. \text{msg}_q(\text{run}_q(r, init_s), p)). \]
Thus, we must show that
\[ \text{ttin}_p(T, q) = \text{msg}_q(\text{run}_q(r, init_s), p) \]
which holds immediately from the induction hypothesis and Lemma 4.38.

\[ \square \]

**Theorem 4.40 (Real-Time Simulation).** \( \text{ttss}_p(init_s)(C_p(gs(r))) = \text{run}_p(r, init_s). \)

**Proof.** First, we know that for all nodes \( p \), \( \text{pre-comp-phase}_p(gs(r), r) \). This follows from the clock synchronization axiom, Axiom 4.16, and the communication and computation offset constraints, Axioms 4.20 and 4.21.

Second, by Axiom 4.31 and Lemma 4.39, \( \text{ttss}_p(init_s)(C_p(t)) = \text{run}_p(r, init_s) \) for any real time \( t \) such that \( \text{pre-comp-phase}_p(gs(r), r) \).

The theorem follows immediately from these two results. \[ \square \]

### 3. Schedule Verification

To verify the schedules for time-triggered protocol implementations, we show its schedule satisfies the six schedule constraints, Axioms 4.19 through 4.21 and Axioms 4.23 through 4.25.
The system assumptions and the axiomatization of the transition system must also be satisfied to ensure that a time-triggered protocol implements its synchronous specification. We assume the system parameters are fixed, and that the system assumptions hold for the physical system. The axioms of the transition system are used to provide a semantics to the formalism and are not “satisfied” by the physical implementation.

This verification is carried out in SAL using its infinite-state bounded model checker. Because the languages of PVS and SAL are similar, the schedule constraints have nearly identical formulations in the respective languages. In particular, PVS and SAL share the same type theory. By ensuring the variables and constants specified in SAL have the same type declarations as the corresponding ones in PVS, we implicitly rely on the PVS typechecker to ensure their type-correctness.

The technique is demonstrated by verifying the schedules in the following three Sections. The schedules verified are taken from the VHDL coded by Wilfredo Torres-Pomales and Mahyar Malekpour of the NASA Langley Research Center, the implementors of the latest prototype [11]. The VHDL is being used to generate a FPGA-based implementation of SPIDER. The schedules were generated using Matlab® according to the analysis of the timing requirements [11]. These verifications provide an independent check that the by-hand analysis and the scripts generating the VHDL schedules are error-free. Some low-quality bugs (i.e., “typos”) were found in the generated schedules. More importantly, the verification provides a formal mapping from the synchronous specification of these protocols [27] to the time-triggered implementation.

3.1. Distributed Diagnosis Protocol Schedule Verification. The SPIDER Distributed Diagnosis Protocol ensures nodes maintain a consistent assignment of the faultiness of the other nodes. Nodes may individually accuse one another of being
faulty. During the diagnosis protocol, if enough nodes accuse a node, the accusations are promoted to an agreed-upon conviction. When a node has been convicted, the other nonfaulty nodes ignore the convicted node until it proves itself to be nonfaulty.²

The protocol is described in detail by Torres-Pomales et. al. [11], and a formal verification of an early version of the protocol is described by Geser and Miner [57].

The verification of this protocol’s schedule is straightforward. The protocol has four rounds. The schedule offsets $D$, $P$, and $R$ do not vary from round to round. We verify the protocol with respect to the maximum possible skew for the duration of the protocol. Furthermore, none of the rounds are pipelined, and there are no event-triggered actions.

3.1.1. Type and Constant Declarations. The type and constant declarations are straightforward in SAL. All system constants are interpreted to be concrete values taken from the system parameters for the targeted prototype. The SAL specification of the declarations are given in Figure 4. The schedule constraints require taking the floor and ceiling of the minimum and maximum communication delay, respectively; we do this by hand and set them equal to constants.

3.1.2. Variables. In the axiomatization of time-triggered systems described in Section 2.1, the following are functions, the domains of which are the set of rounds: $\text{sched}$, $D$, $P$, $R$, $\Lambda$, $\Sigma$, $\text{independent}$, and $R$. In the SAL model, we replace these functions with state variables that range over their respective ranges (e.g., a state variable replaces $D$ that ranges over the integers). Then, in the state machine model described, these state variables are updated in each state according to which round is current in that state. This gives us a “state machine perspective” of each function’s behavior.

²The mechanism for doing involves executing a reintegration protocol; please see Section 5.2.
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The state variables Σ and Λ are special cases. The other state variables are schedule constraints chosen by the implementer. However, the values of these variables are determined by the behavior of the system and the time that has elapsed.

3.1.3. Schedule Constraint Specification. The schedule constraints stated in Section 2.1 are stated in SAL as shown in Figure 5. Some of these constraints compare the schedule between successive rounds (e.g., Axiom 4.19). Because we have transcribed the functions over the rounds to variables that are updated in the state machine at each round, these relations may take as arguments the values of these variables in a round and compare them to the values in the next round (e.g., constraint1 takes pre_sched and sched as arguments, denoting the values for sched(r − 1) and sched(r), respectively). The SPIDER Distributed Diagnosis Protocol is completely time-triggered; therefore, for all rounds, the schedule skew Λ is zero. We therefore omit it from the constraints and the state-machine model described below.

3.1.4. Specifying a Round-Based Schedule. We create a state machine representation of how the schedule constraints evolve through the rounds of execution as shown
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in Figure 6. The state machine is specified with a single module. Because the module does not need to communicate with other modules via shared variables, all the state variables are declared to be local. In addition to schedule variables, for each constraint, a boolean variable is declared. The value of the variable is determined by whether its associated schedule constraint is satisfied in the present round. The state machine includes a counter \( r \) that records the current round in the synchronous abstraction of the protocol. In each initial state, this counter is set to 0. Each transition from a state in round \( r \) is to a state in round \( r + 1 \). In general, we check the schedule constraints for the next-state values of the variables. For constraints that compare the values between rounds, the current-state variable values and the next-state variable values are compared in the constraint. Because there are no previous

| constraint1(P: OFFSET, pre_sched: CLOCKTIME, sched: CLOCKTIME): BOOLEAN = 0 < P AND P < sched - pre_sched; |
| constraint2(D: CLOCKTIME, S: OFFSET): BOOLEAN = D >= S - fl_d_min; |
| constraint3(P: OFFSET, D: CLOCKTIME, S: OFFSET): BOOLEAN = P > D + S + cd_d_max; |
| constraint4(r: RND, D: CLOCKTIME): BOOLEAN = (NOT independent?(r)) => D >= 0; |
| constraint5(pre_P: OFFSET, D: CLOCKTIME, pre_sched: CLOCKTIME, sched: CLOCKTIME): BOOLEAN = D >= pre_P - sched + pre_sched; |
| constraint6(D: CLOCKTIME, R: CLOCKTIME, S: OFFSET): BOOLEAN = R - 1 <= D + fl_d_min - S; |

Figure 5. SAL Specification of the Generalized System Assumptions
state assignments in round 0, those state variables associated with constraints that compare values between rounds are declared to be true upon initialization.

Not every state variable needs to be updated in each transition. If a state variable is not reassigned in a guarded transition, its value remains the same in the next state. In the schedule verified for the SPIDER Distributed Diagnosis Protocol, the offsets do not change through the execution of the protocol. Thus, in the guarded transition shown in Figure 6, only the \texttt{rnd} and \texttt{sched} variables are updated, and the values of the other variables remain the same.

3.1.5. Verification. The property stating that in all reachable states, each constraint holds can then be specified by the following state invariant (the \texttt{G} operator is a temporal logic operator denoting that the property is global; i.e., it holds in all reachable states [100]).

The property is verified by executing SAL’s infinite-state bounded model checker. The lemma \texttt{constraints} is verified when $k = 2$.

```
sal-inf-bmc -i -d 2 spider_diag_sched.sal constraints
```

The SAL language is typed, which can lead to deadlocked state machines. For example, a variable $x$ of type \texttt{[0..2]} can be assigned the values 0, 1, and 2. If a transition in a state machine assigns $x$ the value 3, for example, the state machine deadlocks. In a deadlocked state machine, state invariants hold vacuously. Therefore, it is a good idea to state and prove a “poor man’s liveness condition.” In an infinite-state system in SAL, only state invariants may be stated and proved. Therefore, to check for deadlock, one can express a state invariant that should be false in the model and
3. SCHEDULE VERIFICATION


define SYSTEM: MODULE =
BEGIN
LOCAL
r : RND,
sched, D : CLOCKTIME,
P, S, R : OFFSET,
ind : BOOLEAN,
c1, c2, c3, c4, c5, c6 : BOOLEAN
INITIALIZATION
r = 0;
sched = 2;
D = 1;
P = 13;
S = 4;
R = 2;
c1 = TRUE;
c2 = constraint2(D, S);
c3 = constraint3(P, D, S);
c4 = constraint4(r, D);
c5 = TRUE;
c6 = constraint6(D, R, S) % no "pre" here
TRANSITION
[ TRUE
  -->
  r' = IF r = 3 THEN 0 ELSE r + 1 ENDIF;
sched' = sched+14;
c1' = constraint1(P', sched, sched');
c2' = constraint2(D', S');
c3' = constraint3(P', D', S');
c4' = constraint4(r', D');
c5' = constraint5(P, D', sched, sched');
c6' = constraint6(D', R', S')
]
END;

Figure 6. A Round-Based State Machine

attempt to prove it by $k$-induction. This is only a positive test for deadlock, however. If the invariant proves, then a deadlock exists. If the invariant fails to prove,
a deadlock may nevertheless exist; it may be the case that \( k \) is not sufficiently large for the deadlock to be discovered. Furthermore, state invariants taken together may produce a deadlocked system (often times, numerous invariants are proved about a single system).

In any event, proving the model is deadlock-free is relatively straightforward in this case because the state machine is constructed by a single SAL module and there is only one invariant to prove. The SPIDER Distributed Diagnosis Protocol is a four-round protocol. In the possible final states, the round counter \( r = 3 \) (assuming the initial state models a round, and the round counter is initialized to 0). Therefore, the following invariant should be false:

\[
\text{liveness: LEMMA SYSTEM } \models G(r \leq 2);
\]

An attempted proof for it should fail, as does the following (for \( k = 4 \)):

\[
\text{sal-inf-bmc -i -d 4 spider_diag_sched.sal liveness}
\]

This ensures the system is not deadlocked through the last round of the protocol.

3.2. Clock Synchronization Protocol Schedule Verification. The SPIDER Clock Synchronization Protocol ensures the local clocks of the nodes remained synchronized within a small skew and within a linear envelope of real time [11]. It is executed periodically to resynchronize the clocks due to drift. The protocol is designed to be fault-tolerant to ensure correct behavior in the presence of faulty nodes and clocks.
The verification of the protocol is described by Miner et. al. [27]. Therein, the protocol is abstracted synchronously. That this abstraction is justified is not altogether obvious. The protocol both adjusts the local clocks of the nodes (which in turn adjusts the skew of these clocks), and as well, it contains event-triggered actions. Initial synchronization messages are sent at a prescribed clock-time. Receivers actively monitor for these messages, and when they receive a sufficient number of them, they broadcast a message in return. The broadcast of these echo messages is time-triggered.

Much of the SAL model for the SPIDER Clock Synchronization Protocol is the same as for the SPIDER Distributed Diagnosis Protocol described above. The main differences are that the skew changes between rounds and that we must now model the event-triggered behavior of the protocol. The event-triggered behavior may cause $\Lambda$ to be nonzero, and is therefore included as an argument to the schedule constraints specified in SAL. Furthermore, in the second through forth rounds of the protocol, the behavior of the nodes is event-triggered. The event is the reception of a certain number of messages during a node’s reception window. A node begins the next round a constant clock-time duration from this occurrence.

We therefore cannot assume that the nodes begin rounds two through four at the same clock-time. Therefore, the sched variable is parameterized by the nodes, and is declared to be an array with possibly different clock-time readings for each node. It is of type SCHEDS:

```
SCHEDS: TYPE = ARRAY NODES OF CLOCKTIME;
```
where the type NODES is a finite set of indices of nodes. In event-triggered rounds, the schedules are updated nondeterministically; for example, in one round, the following update may occur:

\[
\text{scheds'} \in \{s : \text{SCHEDS} \mid \text{scheds}_\text{update}(s, \text{scheds}, S', R, P, 70)\};
\]

The relation \text{scheds}_\text{update} takes as arguments an updated schedule array \(s\), the previous schedule array \(\text{scheds}\), the updated clock skew, the reception window and computation phase offsets, and another nonnegative constant \(C\). In the protocol, a sufficient number of messages may be received at any time within a node’s reception window, so the updated schedule time may be a constant offset from any clocktime therein. Furthermore, the difference between the triggering events for each node is bounded by the maximum skew (in the succeeding round). The relation is as follows and its effect for the schedule update of a single node is illustrated in Figure 7.

\[
\text{scheds}_\text{update}(s : \text{SCHEDS}, \text{scheds} : \text{SCHEDS}, S : \text{OFFSET}, R : \text{OFFSET}, P : \text{OFFSET}, C : \text{OFFSET}) : \text{BOOLEAN} =
\]
\[
\forall (i : \text{NODES}) :
\begin{align*}
    s[i] &\geq \text{scheds}[i] + R + C \\
    s[i] &< \text{scheds}[i] + P + C \\
    \text{AND} \quad \forall (j : \text{NODES}) : s[i] - s[j] &\leq S;
\end{align*}
\]

**Figure 7.** Clock Synchronization Event-Triggered Schedule Update
3.3. **Schedule Optimization.** This methodology provides a “push-button” means for ensuring that modifications to a schedule still satisfy the schedule constraints. First, we explore the use of this technology to verify a schedule that pipelines the rounds of two protocols. In particular, we pipeline the SPIDER Interactive Consistency Protocol with the SPIDER Distributed Diagnosis Protocol \[11\]. The latter protocol was briefly described in Section 3, the former protocol is a fault-tolerant protocol to reliably pass data from a single source BIU to the other BIUs (and ultimately, from a source PE to the other PEs). This is the protocol that provides the bus capabilities of the ROBUS. The other protocols, including the distributed diagnosis and clock synchronization protocols, are periodically executed to maintain the health of the ROBUS. The time required to execute these protocols can reduce the throughput of interactive consistency messages.

The SPIDER Interactive Consistency Protocol is a two-round protocol, whereas the SPIDER Distributed Diagnosis Protocol is a four-round protocol. The pipelined schedule will therefore contain six rounds. We alternate rounds between the two protocols, so the interactive consistency protocol is executed twice for every one time the distributed diagnosis protocol is executed. Therefore, in the SAL model, the communication and computation of each round is independent of the preceding round:

\[
\text{independent?(r: RND): BOOLEAN = } r > 0;
\]

We can then assign a negative value to the communication offset, so that messages are sent before the computations of the previous round are complete.

Not only can optimizations such as pipelining be explored, but we can also do parameterized verification. Suppose, for example, that the time at which the pipelined protocols are scheduled to execute is event-triggered, so we cannot exactly fix the
maximum clock skew (i.e., we cannot fix how much time has elapsed since the clocks were last synchronized). Thus, we may initialize the maximum skew variable nondeterministically:

\[ S \in \{T: \text{OFFSET} \mid T \leq 3\}; \]

Both system parameters and schedule offsets can be similarly parameterized.

4. Summary

The first part of this chapter reviews and extends a formal theory of time-triggered protocols. In particular, the theory describes a set of system assumptions and a set of schedule constraints such that if they are met by a time-triggered protocol, the protocol faithfully implements its synchronous specification. The second half of this chapter describes a methodology to prove that an implementation satisfies the schedule constraints. The methodology is demonstrated by verifying schedules of the SPIDER Distributed Diagnosis Protocol and the SPIDER Clock Synchronization Protocol taken directly from a current VHDL implementation. We also describe how this method can be used to optimize the scheduling of protocols.

Most protocols can be specified and verified in the synchronous model, and then their time-triggered implementation can be proved to meet the synchronous specification. Nevertheless, some protocols execute when the system is unsynchronized, and cannot be modeled by the time-triggered model presented here. A strategy for specifying and verifying unsynchronized protocols is developed in the following chapter.
CHAPTER 5

Partially-Synchronous Protocol Verification

Time-triggered systems – and their protocols – are designed to satisfy the synchrony assumption the majority of the time during which the system executes. Nevertheless, sometimes they do not satisfy this assumption. For instance, in a distributed system in which nodes are independently-clocked, synchronization must be achieved upon power-up by executing a startup protocol. A startup protocol takes the nodes from an unsynchronized state to a synchronized one. A similar protocol may be executed if the system must be reset.

The probability of the system failing to satisfy the synchrony assumption increases if it must execute in the presence of faults. For example, during a massive failure in the system, the individual nodes undergo a self-test and then execute a restart protocol to regain consistent state with one another. The synchrony assumption may not be satisfied in this case. Another example is when a single node suffers a transient fault causing it to lose its volatile state but suffer no permanent damage. In this case, the node executes a reintegration protocol.

Although the specification and verification strategy described in Chapters 3 and 4 is suitable for time-triggered protocols, it is not suitable for the protocols that execute in the boundary-cases described above. A verification of these sort of protocols requires their real-time behavior to be modeled. One very recent strategy for these sort of real-time verifications are by infinite-state bounded model checking as implemented in SAL [101]. We develop the use of this technique for easy verification of real-time fault-tolerant protocols.
1. Synchronizing Timeout Automata (STA)

The following definitions build upon the timeout automata semantics described in Section 8, Chapter 2. We call this the Synchronizing Timeout Automata (STA) model. The STA model provides a succinct specification and simple semantics for systems that synchronize both with respect to events (e.g., message passing) and with respect to time. For example, the train-gate-controller (TGC), is a standard example of such a real-time system [90]. In a timeout automata model, the TGC is modeled as the asynchronous composition of timeout automata in which synchronous communication is modeled by the sequential application of transitions [53]. We provide a simpler timeout automata model.

As noted, timeout automata were motivated by Dutertre and Sorea’s desire to specify timed systems amenable to $k$-induction in SAL. Proofs by $k$-induction have a complexity that is exponential with respect to $k$, by solving the equivalent boolean satisfaction problem. The initial timeout automata models of the SPIDER Reintegration Protocol required $k$-induction at infeasible depths: proofs by $k$-induction for $k > 4$ were often infeasible for even a small number of modeled nodes. By allowing both synchronous and asynchronous composition, the depth required for proofs by $k$-induction can be reduced since in a synchronous composition, multiple transitions may be applied simultaneously.

We use the train-gate-controller (TGC) to illustrate this. Dutertre and Sorea prove a simple safety property using $k$-induction, for $k = 14$, when the TGC is modeled with the (asynchronous) timeout automata semantics described in Section 8, Chapter 2 [53]. In Section 1.4, we prove the same property with $k = 9$ in a synchronous timeout automata model described below. When the optimization in Sec 1.5 is also applied, the property is provable for $k = 5$. The optimization allows more
complex systems to be verified via $k$-induction without having to strengthen the invariant, and it is necessary to complete the verification of the reintegration protocol described in Section 2.

1.1. Syntax.

**Definition 5.1 (STA Syntax).** A *synchronizing timeout automaton* STA is a tuple $\langle V, M, I, E \rangle$, where

- $V$ is a nonempty finite set of state variables. $fV$ is the set of all possible total assignment functions that assign values from the respective sets over which the variables range to these variables. These functions are called *states*. We use variables $f, g, h,$ and $i$ to denote states.
- $M \subseteq 2^V$ is a nonempty set of subsets of state variables that cover $V$ (i.e., for each $v \in V,$ there exists $m \in M$ such that $v \in m$). For $m \in M$, the set $fV_m = \{f \mid m \mid f \in fV\}$ is the set of states restricted to variables in $m$. An element $f_m \in fV_m$ is the $m$ timeout component or $m$-component of state $f$.
- $I$ is a set of initial states and associated timeouts. A *timeout* is associated with each $m \in M$. A timeout ranges over the set of nonnegative reals, denoted by $\mathbb{R}^{0\leq}$. The set of all possible timeout vectors is $TO = \{\alpha \mid \alpha : M \to \mathbb{R}^{0\leq}\}$ (we use lowercase Greek letters to denote timeout vector variables). The relation $I \subseteq fV \times TO$ relates initial states to initial timeout vectors.
- $E$ is a set of edges for each timeout component. For $m \in M$, let $TO_m = \{\alpha \mid m \mid \alpha : M \to \mathbb{R}^{0\leq}\}$ be the set of possible timeout vectors restricted to subsets of $m$ (we use subscripted lowercase Greek letters to denote restricted timeout vector variables). An element $\alpha_m \in TO_m$ is an $m$-timeout vector.
For each \( m \in M \), \( E_m \subseteq fV_m \times TO_m \times fV_m \times TO_m \) is an edge relation. \( E_m \) relates a current \( m \)-component and \( m \)-timeout vector to an updated \( m \)-component and \( m \)-timeout vector. An edge \( \langle f_m, \alpha_m, g_m, \beta_m \rangle \) is called an \( m \)-edge or an edge for \( m \).

**Remark 5.1 (Timeouts and Timeout Components).** A timeout component represents a portion of the state that updates synchronously. The notion of a timeout component is independent of a single state machine in a composition. For example, if two composed machines are synchronized and share a time-triggered schedule (see Chapter 4), the state variables of the two machines are in a shared timeout component. A completely synchronous distributed system can be represented by letting \( M \) be a singleton set containing \( V \).

**Remark 5.2 (Edges).** In general, if an edge updates a timeout nondeterministically, it is updated to some value over a continuous interval on the nonnegative reals.

### 1.2. Semantics.

We require that a STA satisfy the following property to provide a semantics. It ensures that if edges for different timeout components are simultaneously applied, they agree on how to update shared variables.

**Definition 5.2 (Synchronous Update Property).** For all \( m, n \in M \) where \( m \neq n \) and \( m \cap n \neq \emptyset \), if there exist edges \( E_m(f_m, \alpha_m, g_m, \beta_m) \) and \( E_n(f_n, \alpha_n, h_n, \gamma_n) \), then \( g_m \uparrow n = h_n \uparrow m \), and \( \beta_m \uparrow n = \gamma_n \uparrow m \).

**Definition 5.3 (STA Semantics).** Let \( STA = \langle V, M, I, E \rangle \) be a timeout automaton that satisfies the Synchronous Update Property. Its semantics is an unlabeled transition system \( S_{STA} \). The context distinguishes whether we speak of the states in \( fV \) or the constructed states of the transition system. A state of \( S_{STA} \) is a tuple \( \langle V, I, E \rangle \).
\( \langle f, \alpha, t \rangle \) consisting of a state \( f \in fV \), a timeout vector \( \alpha \in TO \), and a clock, \( t \in \mathbb{R}^{0\leq} \).

The tuple \( \langle f, \alpha, t \rangle \) is an initial state of \( S_{STA} \) if and only if \( \langle f, \alpha \rangle \in I \) and \( t = 0 \).

Let \( \langle f, \alpha, t \rangle \) and \( \langle g, \beta, t' \rangle \) be states. There is a time progress transition \( \langle f, \alpha, t \rangle \xrightarrow{t} \langle g, \beta, t' \rangle \) if and only if \( t < \min(\alpha) \), \( t' = \min(\beta) \), \( g = f \), and \( \beta = \alpha \).

The following terminology is useful for describing discrete transitions. In the state \( \langle f, \alpha, t \rangle \), \( E_m(h_m, \gamma_m, i_m, \delta_m) \) is an enabled edge if and only if \( h_m = f \upharpoonright m \), \( \gamma_m = \alpha \upharpoonright m \), and \( \alpha(m) = t \). An \( m \)-component is an enabled timeout component in \( \langle f, \alpha, t \rangle \) if and only if there exists an \( m \)-edge enabled in that state. If \( \langle f, \alpha, t \rangle \) and \( \langle g, \beta, t' \rangle \) are states, then \( E_m(h_m, \gamma_m, i_m, \delta_m) \) is applied in the discrete transition \( \langle f, \alpha, t \rangle \xrightarrow{E} \langle g, \beta, t' \rangle \) if and only it is an enabled edge in \( \langle f, \alpha, t \rangle \), \( i_m = g \upharpoonright m \), and \( \delta_m = \beta \upharpoonright m \).

The discrete transition \( \langle f, \alpha, t \rangle \xrightarrow{E} \langle g, \beta, t' \rangle \) holds if and only if for every \( m \in M \) such that \( m \) is an enabled \( m \)-component in \( \langle f, \alpha, t \rangle \), there exists some \( m \)-edge that is applied, and \( t' = t \).

**Remark 5.3 (Minimum Timeouts).** An edge \( E_m(f_m, \alpha_m, g_m, \beta_m) \) will never be applied if \( \alpha_m(m) \neq \min(\alpha_m) \).

**Remark 5.4 (Nonzeroness and NonZenoness).** Additional properties are required for executability. The Nonzero Property ensures that timeouts are never updated to values in the past, and at least one timeout is updated to some time in the future. This prevents infinite discrete state transitions with no time progress. For all edges \( E_m(f_m, \alpha_m, g_m, \beta_m) \), \( \min(\beta_m) \geq \min(\alpha_m) \), and there exists \( n \in M \) such that \( \beta_m(n) > \min(\alpha_m) \). Note that this does not prevent an edge from updating a timeout to some time sooner that its current value.
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The nonZeno Property [102] ensures that an infinite number of transitions are not enabled within a finite interval of time. This property must be satisfied for a specification to be implementable.

1.3. Composition. Two STA are composed by taking the union of their state variables, timeout components, and edges. The initial states of the composition is defined as the set of states satisfying the initial conditions of each automata.

**Definition 5.4 (Composition).** Let $STA^1 = \langle V^1, M^1, I^1, E^1 \rangle$ and $STA^2 = \langle V^2, M^2, I^2, E^2 \rangle$. Their composition, denoted $STA^1 \parallel STA^2$, is the STA $\langle V^1 \cup V^2, M^1 \cup M^2, I, E^1 \cup E^2 \rangle$, where $\langle f, \alpha \rangle \in I$ if and only if $\langle f \upharpoonright V^1, \alpha \upharpoonright M^1 \rangle \in I^1$, and $\langle f \upharpoonright V^2, \alpha \upharpoonright M^2 \rangle \in I^2$.

**Remark 5.5 (Compositional Specifications).** The specification of a STA is independent of the notion of composed state machines. Because timeout components include state variables from communicating state machines, in practice, state machines are not specified separately as STAs and then composed.

1.4. Example: STA Model of the Train-Gate-Controller. The train-gatecontroller (TGC) models the interaction of a train, a gate, and a gate controller at a railroad crossing. Assume there is one train on a circular track that may repeatedly approach the crossing. Initially, the train is out of the crossing, and the gate is up. The train signals its approach to the controller, and after a delay of exactly one unit of time, the controller signals the gate to lower. Once the gate has been signaled, it takes no more than 1 unit of time to lower. It takes from three to five units of time from the time the train signals its approach until it enters the crossing. Furthermore, it must exit the crossing within 5 units of time from when it signals its approach. When the train signals its exit to the controller within one unit of time of receiving
this signal, the controller signals the gate to raise. The gate takes at least one and no more than two units of time from when it is signaled to raise until it is completely up. As soon as the train has exited, it may approach the crossing again.

This behavior is modeled as composed timed automata by Alur [90] and is shown in Figure 1. The train, gate, and controller state machines each begin in states \( t_0, g_0, \) and \( c_0, \) respectively. Their clock variables are \( x, y, \) and \( z, \) respectively, and they are assumed to be synchronous. Clock constraints at the verticies denote the time by which the state must be left. Clock constraints at the edges constrain when the edge is enabled, and clocks may also be reset when a transition is taken. A transition is nondeterministically taken at some time satisfying the constraints. Edges are labeled. If edges from distinct state machines share a label, transitions on these edges must be synchronized. For example, when the train state machine is in state \( t_0 \) and the controller state machine is in state \( c_0, \) they must transition to states \( t_1 \) and \( c_1, \) respectively, simultaneously.

\[ \begin{align*}
\text{Train:} & \quad t_0 \quad \text{approach} \quad x := 0 \\
& \quad \text{exit} \quad x > 2 \\
& \quad \text{out} \quad x \leq 5 \\
\text{Gate:} & \quad g_0 \quad \text{lower} \quad y := 0 \\
& \quad \text{up} \quad y \geq 1 \\
& \quad \text{down} \quad y := 0 \\
\text{Controller:} & \quad c_0 \quad \text{approach} \quad z := 0 \\
& \quad \text{raise} \quad z \leq 1 \\
& \quad \text{exit} \quad z = 1 \\
& \quad \text{lower} \quad z = 1 \\
\end{align*} \]

**Figure 1.** The Train-Gate-Controller
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1.4.1. STA Model of the TGC. Following Definition 5.1, the TGC is modeled as a STA \( \langle V, M, I, E \rangle \), informally described as follows. A presentation in the language of SAL can be found on-line [13].

- **V**: There are five main state variables. The variable \( s_t \) ranges over the state labels for the train (\( t_0, t_1, \text{etc.} \)); variables \( s_g \) and \( s_c \) similarly range over the labels for the gate and controller, respectively. The variable \( msg_t \) ranges over \{ approach, exit, null \}, the messages the train sends to the controller (the null message denotes the lack of a message being sent). Likewise, the variable \( msg_g \) ranges over \{ lower, raise, null \}, the messages the controller sends the gate. All of the messages that are not sent between machines are irrelevant in the STA model).

- **M**: The set \( M \) contains three elements, \( m_t, m_c, \) and \( m_g \). Each of these sets contain the state-label variables and message variables for a machine, and if that machine outputs messages to another one, it contains the state-label variables for that machine, too. Thus, \( m_t = \{ s_t, msg_t, s_c \} \), \( m_g = \{ s_g \} \), and \( m_c = \{ s_c, msg_c, s_g \} \).

- **I**: The state-label variables are initially set to \( t_0, g_0, \) and \( c_0 \), respectively. The messages variables are initially set to null. Initially, timeouts may have any value, but note that some initial states lead to deadlock (e.g., if \( m_g \) initially has the strictly least-valued timeout).

- **E**: For each timeout component, the edges update the state labels and timeouts in that component according to the constraints described. Consider, for example, an edge for the \( m_t \)-component in which the train and controller synchronize on the approach message. For such an edge \( E_{m_t}(f_{m_t}, \alpha_{m_t}, g_{m_t}, \beta_{m_t}) \), \( f_{m_t}(s_t) = t_0 \) and \( f_{m_t}(s_c) = c_0 \) (\( msg_t \) may have any value). In the updated state, \( g_{m_t}(s_t) = t_1 \), \( g_{m_t}(s_c) = c_1 \), and \( g_{m_t}(msg_t) = \text{approach} \). The updated
timeouts are those associated with $m_t$ and $m_c$; they are nondeterministically updated to satisfy the constraints $\alpha_{m_t}(m_t) + 2 < \beta_{m_t}(m_t) \leq \alpha_{m_t}(m_t) + 5$ and $\beta_{m_t}(m_c) = \alpha_{m_t}(m_c) + 1$, respectively.

**Remark 5.6 (Timeout Vs. Timed Automata).** Unlike in the timed automata formalization, clocks are not reset. Timeouts continue to increase indefinitely, but they are required to satisfy the constraints given the current time. For example, if $t$ is the current time, upon entering state $t_1$, the timeout for $m_{tc}$ is nondeterministically updated to some value greater than $t + 2$ and less than or equal to $t + 5$.

**1.5. Clockless STA Semantics.** The clock in an STA can be conservatively removed. By applying this optimization, we are able to reduce the depth at which $k$-induction must be applied to prove safety properties about timeout automata. For example, for the TGC, a basic safety property of the model is that whenever the train is in the railroad crossing, the gate is down. In the original timeout automaton model, this is proved in SAL by $k$-induction at depth 14 [53]. After applying the optimization described here, this depth is reduced to $k = 5$. The STA model of the TGC applying the optimization is available on-line [13]. This optimization helped to complete the verification of the reintegration protocol.

In a timeout automaton, the purpose of the clock is to record the least-valued timeouts of the automata. That is, the clock is either equal to the least-valued timeout(s), or it is equal to the least-valued timeout(s) in the next state. However, this information can be obtained from the timeouts themselves; the clock variable is unnecessary. Removing the clock variable reduces the state space. Each time the timeouts are updated so that no timeout is equal to the current clock time, a transition is taken in which only the clock variable is updated. In the worst case, this can double the value of $k$ required to prove a safety property via $k$-induction.
Finally, removing the time transitions simplifies the semantics insofar as only one kind of transition need be considered. In most formalisms for specifying real-time systems, the semantics included both time and state transitions.

**Definition 5.5 (Clockless STA Semantics).** Let $STA = \langle V, M, I, E \rangle$ be a timeout automaton that satisfies the Synchronous Update Property. Its semantics is an unlabeled transition system $S_{\text{cl}}^{\text{cl}}_{STA}$. A state of $S_{STA}$ is a pair $\langle f, \alpha \rangle$ consisting of a state $f \in fV$ and a timeout vector $\alpha \in TO$. A state $\langle f, \alpha \rangle$ is an initial state of $S_{\text{cl}}^{\text{cl}}_{STA}$ if and only if $\langle f, \alpha \rangle \in I$.

In the state $\langle f, \alpha \rangle$, the edge $E_m(h_m, \gamma_m, i_m, \delta_m)$ is an enabled edge if and only $h_m = f \upharpoonright m$, $\gamma_m = \alpha \upharpoonright m$, and $\alpha(m) = \min(\alpha)$. An $m$-component is an enabled timeout component in $\langle f, \alpha \rangle$ if and only if there exists an $m$-edge enabled in the state. Furthermore, if $\langle f, \alpha \rangle$ and $\langle g, \beta \rangle$ are states, the edge $E_m(h_m, \gamma_m, i_m, \delta_m)$ is applied in the transition $\langle f, \alpha \rangle \rightarrow \langle g, \beta \rangle$ if and only it is an enabled edge in $\langle f, \alpha \rangle$, $i_m = g \upharpoonright m$, and $\delta_m = \beta \upharpoonright m$.

The transition $\langle f, \alpha \rangle \rightarrow \langle g, \beta \rangle$ holds if and only if for every $m \in M$ such that $m$ is an enabled $m$-component in $\langle f, \alpha \rangle$, there exists some $m$-edge that is applied in the transition.

The following proposition asserts that the same states are reachable under both semantics, modulo the clock variable values.

**Proposition 5.1 (Clockless Simulation).** Fix a STA $\langle V, M, I, E \rangle$. Let its semantics from Definition 5.3 be the transition system $S_{STA}$, and let its clockless semantics be the transition system $S_{\text{cl}}^{\text{cl}}_{STA}$. If $\langle f, \alpha, t \rangle$ is a reachable state of $S_{\text{cl}}^{\text{cl}}_{STA}$, then $\langle f, \alpha \rangle$ is a reachable state of $S_{\text{cl}}^{\text{cl}}_{STA}$, and if $\langle f, \alpha \rangle$ is a reachable state of $S_{\text{cl}}^{\text{cl}}_{STA}$, then there exists a $t$ such that $\langle f, \alpha, t \rangle$ is a reachable state of $S_{\text{cl}}^{\text{cl}}_{STA}$.
Proof. We prove both conjuncts by induction. To prove the first conjunct, assume \(\langle f, \alpha, t \rangle\) is an initial state. Then \(\langle f, \alpha \rangle\) is an initial state of \(S_{\neg cl}^\text{STA}\), by definition. For the induction step, suppose that if \(\langle f, \alpha, t \rangle\) is a reachable state in \(S_{\neg cl}^\text{STA}\), then \(\langle f, \alpha \rangle\) is a reachable state in \(S_{\neg cl}^\text{STA}\). In \(S_{\neg cl}^\text{STA}\), there are two kinds of transitions, time progress transitions and discrete transitions. In a time progress transition, only the clock variable updates. By definition, a discrete transition \(\langle f, \alpha, t \rangle \xrightarrow{E} \langle g, \beta, t' \rangle\) holds in \(S_{\neg cl}^\text{STA}\) exactly when the transition \(\langle f, \alpha \rangle \rightarrow \langle g, \beta \rangle\) holds in \(S_{\neg cl}^\text{STA}\).

To prove the other conjunct, suppose that \(\langle f, \alpha \rangle\) is an initial state of \(S_{\neg cl}^\text{STA}\). Then \(\langle f, \alpha, 0 \rangle\) is an initial state of \(S_{\neg cl}^\text{STA}\). For the induction step, suppose that if \(\langle f, \alpha \rangle\) is a reachable state in \(S_{\neg cl}^\text{STA}\), then there exists a \(t\) such that \(\langle f, \alpha, t \rangle\) is a reachable state in \(S_{\neg cl}^\text{STA}\). Suppose there is a transition \(\langle f, \alpha \rangle \rightarrow \langle g, \beta \rangle\) in \(S_{\neg cl}^\text{STA}\). Then by definition, there is a discrete transition \(\langle f, \alpha, t \rangle \xrightarrow{E} \langle g, \beta, t' \rangle\) in \(S_{\neg cl}^\text{STA}\), such that \(t' = t\).

Corollary 5.2. If \(P\) is a safety property that does not mention the clock variable, then \(P\) holds in \(S_{\neg cl}^\text{STA}\) if and only if \(P\) holds in \(S_{\neg cl}^\text{STA}\).

Example 5.1 (TGC with Clockless STA Semantics). Removing the clock is straightforward. In SAL, this amounts to removing the module that specifies the global clock, as described in Section 1.4. The specifications of the train, gate and controller must then be modified: rather than comparing timeouts against the global clock to determine whether an edge is enabled, timeouts are explicitly compared with one another. The SAL specification is available on-line [13].

Remark 5.7 (\(k\)-Induction in Clockless Semantics). By removing the global clock, we are able to decrease the depth of \(k\)-induction to prove the safety property described in Section 1.4 from 14 under the original timeout automata semantics to \(k = 9\) in the STA semantics to \(k = 5\) in the clockless STA semantics.
1.6. Timeout Automata Specification and Verification in SAL. Because SAL is a general-purpose specification and verification environment, it does not automatically generate the semantics of an STA from its syntax. Therefore, we describe a shallow embedding of the STA semantics in the language of SAL.

Consider the TGC example described in Section 1.4. Modules are specified for the train, gate, and controller. Each of these contains output variables for their state labels and outgoing messages, and if a module receives messages from another, those are specified as input variables. Each module also has an output timeout variable against which the other modules can compare their own timeouts. Because edges may simultaneously update variables from multiple modules (e.g., in a synchronized transition between the train and controller), the train, gate, and controller are synchronously composed. In each of the guards for the transitions in the train, gate, and controller modules is a condition that the relevant timeout is equal to the current time. If two machines synchronize on a message, the sender’s timeout is a guard for both the sender and receiver. For example, the train sends the controller an exit message. When this message is sent is guarded by the train’s timeout in the train module. In the gate module, its action that depends on receiving the message is guarded by the train’s timeout and the reception of the message.

2. Case-Study: The SPIDER Reintegration Protocol

Distributed fault-tolerant systems such as SPIDER and TTA are designed to withstand both permanent faults and transient faults, two means by which to classify fault persistence [8,40]. A permanent fault is caused by physical disruptions that damage the system and affect the system until it is repaired or replaced off-line. A transient fault affecting a node may cause it to lose its volatile state but suffer no permanent damage. This can be caused by high-intensity radiation, for example. Although a
transiently-faulty node may be fault-free, its state no longer is coordinated with that of the operational clique, the set of fault-free nodes with coordinated states allowing them to provide the requested services of the system. The operational clique and the set of non-faulty nodes are not necessarily equivalent: for example, a reintegrator is a non-faulty node not in the operational clique. This distinction can be subtle and in fact, a misunderstanding of it was partially responsible for a subtle error in the previous design of another SPIDER protocol \cite{16}. Nodes in the operational clique are called operational nodes.

If too many nodes become uncoordinated with the operational clique, the system degrades and becomes more susceptible to new faults. Too many simultaneous faults will lead the system to violate its maximum fault assumption (MFA), the maximum kind and number of faults the system is designed to withstand yet maintain correct operation. If the MFA is violated, no guarantees can be made about the system’s behavior.

The reliability requirements for these busses coupled with the potential for a high number of transient faults in the environments in which they operate have led to the development of reintegration mechanisms for these systems. For a transiently-faulty node to regain correct state, it may execute a reintegration protocol. In a synchronized fault-tolerant distributed system, the reintegrating node (called the reintegrator) executes the protocol to resynchronize its local clock with those of the nodes in the operational clique. As well, it may need to regain diagnostic data consistent with the operational clique. A node’s diagnostic data are its view of which other nodes are faulty (messages from faulty nodes should be ignored). Other state may also be regained via the protocol; for example, if the system supports dynamic scheduling, this needs to be obtained, too.
We present the first formal verification of a reintegration protocol. Rushby and Pfeifer respectively describe the formal verification of TTA, one of the most mature and formally-verified busses in development, and therein state that the formal analysis of reintegration remains important future work \[25, 26\]. The work presented here should be extensible to other fault-tolerant systems that employ reintegration protocols, especially given that this verification is architecture-independent, as elaborated in Section 3.

The protocol described here abstracts the reintegration protocol being designed for the latest SPIDER prototype \[11\]. The most significant abstraction is that we model only the portion of the protocol in which the reintegrator resynchronizes its local clock with the clocks of the nodes in the clique. We omit that portion of the protocol in which the reintegrator regains diagnostic data consistent with the operational clique. This portion of the protocol is a slight modification of the SPIDER Distributed Diagnosis Protocol. The main difference is that the reintegrator simply listens but does not broadcast messages as in the full distributed diagnosis protocol. The Distributed Diagnosis Protocol has been formally verified in PVS \[27\].

From a pragmatic standpoint, resynchronization during reintegration is the most complex portion of the protocol and stands to benefit the most from formal analysis. Once reintegration is achieved, the remainder of the protocol can be modeled synchronously, substantially easing its analysis.

Other minor simplifications include, for example, not modeling timers signaling massive failure (e.g., where there is no clique with which to reintegrate) that triggers the reintegrator to stop executing the reintegration protocol and begin executing a reset protocol. The protocol, as it is described in the remainder of this section, is fully modeled and verified using SAL.
During the reintegration protocol, the reintegrator monitors its communication links for *echo messages* (or simply *echos*) sent by the other nodes. Echos are messages sent by nodes during the SPIDER Clock Synchronization Protocol. The clock synchronization protocol must be executed periodically by all operational nodes because clock drift is inevitable, even in operational nodes. The period beginning at the conclusion of one execution of the synchronization protocol lasting until its next execution is called a *resynchronization frame* or simply a *frame*.

We verify the correctness of the reintegration protocol with respect to a single reintegrating node. During the reintegration protocol, the reintegrator sends no messages. If multiple reintegrators are executing the protocol, they receive no messages from each other, assuming they are non-faulty. Although a reintegrating node may be non-faulty, it will be considered faulty by other nodes simultaneously reintegrating. In particular, a reintegrating node will diagnose another as suffering a *fail-silent* fault, since it receives no messages from it. This issue is discussed in more detail in Section 3.

The reintegrator is designed to tolerate the full range of faulty behaviors, including Byzantine faults [39], manifested as arbitrary behavior to respective observers. However, because the reintegration protocol is not a distributed protocol (i.e., only a single node executes it), the only fault manifestations detectable by the reintegrator are *benign faults*, detectable in point-to-point communication [95].

Finally, note that the ability of the reintegrator to reintegrate successfully with the operational clique depends on the behavior of the nodes in the operational clique as well. In particular, the reintegrator executes the reintegration protocol after suffering a transient fault and resetting. During this period, the operational nodes have likely determined the reintegrator to be faulty. So long as the operational nodes believe the reintegrator to be faulty, they will ignore it, even if it resynchronizes and regains
correct local state. Thus, to allow for reintegration, the operational nodes must periodically purge their diagnostic data to allow nodes a chance to reintegrate. In the current SPIDER prototype, the non-faulty nodes purge their diagnostic data at the end of each resynchronization frame. This allows a node that has suffered a fault in one resynchronization frame to successfully reintegrate in another.

2.1. System Assumptions. Before describing the behavior of the protocol, a preliminary understanding of the system assumptions is required. The system assumptions are invariants assumed to hold to demonstrate the correctness of the protocol. These properties are stated in terms of *accusations* made by the reintegrator. The reintegrator accuses a node when it believes the communication from the node is inappropriate (e.g., the reintegrator does not receive an echo message when one is expected or it receives one unexpectedly).

The first property constrains the behavior of the operational nodes during each resynchronization frame. It is guaranteed by the correctness of the clock resynchronization protocol [27] and the high-level scheduling of the protocols. It is illustrated in Figure 2.
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**Figure 2. The Frame Property**

**Definition 5.6 (Frame Property).** Let \( \{t_n\}_{0}^{\infty} \) be a sequence of nonnegative reals (denoting real time) assumed to have the following properties: for all \( n \in \mathbb{N} \), \( t_{n+1} > t_n \) and \( t_{n+1} - t_n = P \). The constant \( P \) is called the *frame length*, and for each \( n \), the interval \([t_n, t_{n+1})\), closed on the left and open on the right, is the *nth frame*. \( P \) is constrained as follows: let \( l \) be the number of faulty nodes not accused by the
reintegrator during the preliminary diagnosis and frame synchronization modes (to be described shortly). Then \( P > l\pi + 2\pi \). The constant \( \pi \in \mathbb{R}^{0<} \) and is called the skew constant. The reintegrator receives exactly one echo message from each operational node during each open interval \((t_n - \pi, t_n)\) (in this model, we include communication error in the skew) and no more than one echo message in each frame.

The next property ensures that enough of the monitored nodes that have not been accused are non-faulty for the protocol to work.

**Definition 5.7 (Majority Property).** Of the nodes that have not been accused by the reintegrator during the entire protocol, the majority are operational.

**2.2. Protocol Description.** The reintegration protocol is comprised of three modes of operation: preliminary diagnosis, frame synchronization, and synchronization capture. These modes are executed sequentially in as shown in Figure 3. We itemize the global and local state variables of the modes, and then we describe the behavior of the protocol during each mode.

![Figure 3. State Machine Model of the Protocol Mode Control](image)

**2.2.1. State Description.** The following state variables of the reintegrator determine the state of the reintegrator during the execution of the protocol. In the following, let \( i \) range over the indices of the nodes the reintegrator monitors.

- \( accs \) is an array of boolean values such that for each node \( i \), \( accs[i] \) is true if the reintegrator accuses node \( i \) of being faulty and it is false otherwise. The reintegrator ignores echos from nodes it has accused.
- \( clock \) is the current time of the reintegrator’s local clock.
• $fs\_finish$ ranges over the nonnegative reals and is a timer variable used in the frame synchronization mode.

• $mode$ records the current mode being executed. It ranges over the set \{prelim\_diag, frame\_synch, synch\_capture\}, denoting the three modes, respectively.

• $pd\_finish$ ranges over the nonnegative reals and denotes the time at which the preliminary diagnosis mode completes.

• $seen$ is an array of natural numbers such that for each node $i$, $seen[i]$ records the number of times a message has been received from $i$.

The following state variables are initialized at the beginning of the reintegration protocol:

\[
\begin{align*}
\text{for each } i, & \quad accs[i] := false; \\
\text{mode} & := \text{prelim\_diag}; \\
\text{for each } i, & \quad seen[i] := 0;
\end{align*}
\]

2.2.2. Protocol Behavior. When the reintegrator begins executing the reintegration protocol, it has no diagnostic data to use in deciding which nodes are faulty and which are not. Trusting too many faulty nodes may lower the probability that it will successfully reintegrate with the operational clique. The purpose of preliminary diagnosis is to acquire preliminary diagnostic data to attempt to recognize faulty nodes early in the protocol. This is achieved by monitoring echo messages for the duration $P + \pi$. The reintegrator expects to receive at least one and no more than two echo messages from $i$.

In the following pseudo code, a when statement is a guarded action. The guard $echo(i)$ is true precisely when the reintegrator receives an echo message from node $i$. 
\[ pd\_finish := \text{clock} + P + \pi; \]
\[ \text{while} \ \text{clock} < \ pd\_finish \ \text{do} \{ \]
\[ \quad \text{for each } i, \text{ when } \text{echo}(i) \ \text{do} \{ \]
\[ \quad \quad \text{if } (\text{seen}[i] < 2 \ \text{and not } \text{accs}[i]) \]
\[ \quad \quad \text{then } \text{seen}[i] := \text{seen}[i] + 1 \]
\[ \quad \quad \text{else } \text{accs}[i] := \text{true}; \]
\[ \quad \}; \]
\[ \}; \]
\[ \text{for each } i, \text{ if } \text{seen}[i] = 0 \ \text{then } \text{accs}[i]; \]
\[ \text{mode} := \text{trans}; \]

The purpose of the frame synchronization mode is to determine a time such that all operational nodes have already issued an echo message in some frame and before any operational node issues an echo in the next frame. An interval satisfying this property is referred to as a frame gap. This provides the reintegrator with a coarse-grained synchronization with the operational clique: a reintegrator is assumed to separate echo messages (from operational nodes) arriving in different resynchronization frames.

The mode relies on echo messages from operational nodes being separated by no more than \( \pi \) units of time. Therefore, the mode begins monitoring for echos, and it exits when \( \pi \) units of time have elapsed such that no echo is observed from a node that has not yet been accused. If an echo is observed within that time from a node that has not be accused, then the timer is reset.

Acquiring this course-grained level of synchronization is a precondition for the actual resynchronization that occurs in the next mode.
for each \( i \), \( \text{seen}[i] := 0; \)

\( \text{fs\_finish} := \text{clock}; \)

while \( \text{clock} - \text{fs\_finish} < \pi \) do {
for each \( i \), when \( \text{echo}(i) \) do {
if (\( \text{seen}[i] = 0 \) and not \( \text{accs}[i] \))
then {
\( \text{fs\_finish} := \text{clock}; \)
\( \text{seen}[i] := \text{seen}[i] + 1; \)
}
else \( \text{accs}[i] := \text{true}; \)
};

\( \text{mode} := \text{synch\_capture}; \)

The synchronization capture mode is the final mode of the reintegration protocol. Its purpose is to allow the reintegrator to determine a time during which some operational node issues an echo message. It does so by synchronizing when it has received echos from at least half of the nodes it has not accused (or has not already seen in this mode). To ensure that it is synchronizing with an operational node, the Majority Property (Definition 5.7) must hold. If so, the reintegrator will have become resynchronized with the operational clique, within the accepted skew, \( \pi \).

Let \( \text{trusted} \) be the total number of nodes the reintegrator has not accused: \( \text{trusted} = |\{i | \text{not}\ \text{accs}[i]\}| \). Let \( \text{seen\_cnt} \) be the number of nodes seen (that have not been accused in previous frames): \( \text{seen\_cnt} := |\{i | \text{seen}[i] > 0\}| \).

for each \( i \), \( \text{seen}[i] := 0; \)

while \( \text{seen\_cnt} \leq \text{trusted}/2 \) do {
for each \( i \), when \( \text{echo}(i) \) do {
if (\( \text{seen}[i] = 0 \) and not \( \text{accs}[i] \))
then \( \text{seen}[i] := \text{seen}[i] + 1; \)
};

\( \text{clock} := 0; \)

2.3. Modeling. We now describe the modeling of the reintegration protocol as a STA with clockless semantics. We describe the model in the language of SAL. The
shallow embedding of the semantics of the reintegration protocol’s STA model in SAL is similar to the TGC example described in Section 1.6. The full model can be found on-line [13].

2.3.1. Timeouts. The model contains the following timeout variables: reint_to, which is primarily associated with the reintegrator; frame_to, which is primarily associated with the operational nodes; and each faulty node has its own timeout. The timeouts for the operational and faulty nodes essentially exist for modeling purposes. In modeling the reintegrator’s execution of the protocol, we require a model of the entire system’s behavior. A naïve model would fix the behavior of the monitored nodes over multiple resynchronization frames a priori. However, the state space required to do so makes this infeasible. Rather, we model the behavior of the monitored nodes one frame at a time. The frame in which the reintegrator is presently in is modeled, and if the reintegrator passes into another frame by updating reint_to, then the monitored nodes simultaneously change to the same frame (of course, the reintegrator is modeled to have no knowledge of which frame in which it actually resides).

This model admits a few simplifications. The behavior of the reintegration protocol depends on that of the observed nodes, but not vice versa. Thus, the model can be constructed so that reint_to is always the minimum of the other timeouts, which is proved by $k$-induction. This ensures the issuing of echo messages are always future events observable by the timeout model of the reintegrator.

2.3.2. Monitored Nodes. To verify the correctness of the protocol, we must model both the reintegrator and the monitored nodes. In the model, we distinguish between nodes in the operational clique and faulty nodes (as discussed in Section 2, non-faulty nodes not in the operational clique are considered faulty by the reintegrator, and their
behaviors are subsumed by the modeled behavior of the faulty nodes). We describe the model of the two kinds of nodes in turn.

To model the operational nodes, we begin by defining a module that keeps track of the resynchronization frames, as presented in Figure 4. The timeout frame_to serves as an abstract global clock shared by the synchronized operational nodes. The timeout keeps track of the values of $t_n$ marking the end of a frame, as described in Section 2.1. There is a single transition, updating the timeout frame_to on transitions when the timeout reint_to has been updated so that its value is in the next resynchronization frame. This can be determined by comparing the next state’s value of reint_to (denoted by reint_to’) to the end of the current resynchronization frame. The variable new_frame is a boolean value that is true if and only if the transition just taken was one in which the frame has been updated.

```
P_update: MODULE = 
    : 
    TRANSITION 
    [ 
        frame_to <= reint_to’ 
        --> 
        frame_to’ = frame_to + P; 
        new_frame’ = TRUE 
    [] 
    ELSE --> 
    new_frame’ = FALSE
]
```

**Figure 4.** Synchronization Frame Module

The operational nodes themselves are specified by an op_node module, parameterized by the indices of operational nodes, presented in Figure 5. The timeout for an operational node is frame_to. Whenever the frame updates, it nondeterministically updates its echo variable, op_echo (ranging over the nonnegative reals), to a new
value satisfying the Frame Property (Definition 5.6). This is a conservative model insofar as an operational node may update its echo to any time satisfying the constraints, so the difference between the echos it issues in adjoining frames may be up to $P + \pi$. In reality, the clock of an operational node would not drift so dramatically.

To ensure the correctness of the model, when the reintegrator moves from one frame to the next, its timeout $\text{reint}_t\text{o}'$ must never be updated so far into the future that it is beyond when operational nodes issue echos in the next frame. An invariant is proved about the model that demonstrates that this does not occur.

\begin{figure}
\begin{verbatim}
op_node[i: OP_IDS]: MODULE =
   :
   TRANSITION
   [ frame_to <= reint_to'
     -->
     op_echo' IN {t: TIME | frame_to' > t
                      AND t > frame_to' - \pi}
   []
   ELSE -->
 ]
\end{verbatim}
\caption{Operational Node Module}
\end{figure}

Finally, the instances of $\text{op}_\text{node}$ are synchronously composed, and this composition is synchronously composed with the $\text{P}_\text{update}$ module as shown in Fig 6.

\begin{figure}
\begin{verbatim}
op_nodes: MODULE =
   WITH OUTPUT op_echos: OP_ECHOS
   (|| (i: OP_IDS): RENAME op_echo TO op_echos[i]
    IN op_node[i]);
clique: MODULE = op_nodes || P_update;
\end{verbatim}
\caption{Operational Clique Module}
\end{figure}
Faulty nodes are also specified by a module parameterized by the indices of nodes that may exhibit faulty behavior. The model is slightly more complicated so that all possible faulty behaviors are modeled, yet $k$-induction proofs are feasible over the transition system. In a naïve model of the entire system, the reintegrator would make a transition whenever it receives an echo from a node it is actively monitoring. This would amount to updating its timeout to be equal to the timeout of the first echo it receives and updating its state accordingly. It would then reset its timeout to the next echo and so on. In this model, the reintegrator’s transitions are event-triggered; they depend on echo events. However, because a faulty node may issue multiple echos before being ignored by the reintegrator, this model can quickly lead the reintegrator to make a large number of transitions for even a relatively small number of faulty nodes. For $k$-induction to succeed, a more sophisticated model is required.

A preferable model is one in which the reintegrator’s transitions are essentially time-triggered. This amounts to the reintegrator updating its timeout irrespective of the states and timeouts of the monitored nodes. Ideally, a time-triggered model of the reintegrator would make a small number of time-triggered transitions at regular intervals and update its state based on all of the echos received during the intervals rather than updating its state upon receiving each echo.

Care must be taken to make a time-triggered model conservative. Because timeouts record when future events occur, when the reintegrator makes a state transition, it can only “observe” those echos that come after its current timeout and no later than the time at which it sets its next timeout. For example, in a naïve model, suppose the reintegrator were to update its state in a time-triggered fashion as illustrated in Figure 7. Suppose $\text{reint}_\text{to}$ denotes the reintegrator’s current timeout, which is also the least of all timeouts. Suppose that for some monitored node, it issues an echo message at time $\text{echo}$. The reintegrator observes this echo message, and updates its
timeout to \texttt{reint_to}'. Once the current time reaches \textit{echo}, however, that node could issue another echo message at \textit{echo'}, which will go undetected by the model of the reintegrator.

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{figure7.png}
\caption{The Reintegrator TA Misses Echo Messages}
\end{figure}

Therefore, we allow the reintegrator to behave in a time-triggered fashion (in part), but faulty nodes are able to issue multiple echo messages in a single transition. The model of a faulty node contains a state variable \texttt{bad_echo}, as shown in Figure 8, that is an array of echos (nonnegative reals). The array has three indices. This is because the greatest number of echos that must be observed from any node in a mode is three before the node is accused. The echo in the first index also serves as the timeout for a faulty node, and the remaining echos in the array are guaranteed to always be greater than the timeout by the \texttt{ascending?} predicate. If the reintegrator updates its timeout in a time-triggered manner, there is the possibility it will observe all three echos during the update.

Nevertheless, there is no upper bound on how large any of the values in the array may be. If the echos are too far ahead of the reintegrator’s timeout, they will be beyond the time to which it updates its timeout in a time-triggered transition and will never be observed. Thus, the module also models faulty nodes that are fail-silent. As well, note that the behavior of a faulty node so modeled may also be indistinguishable from that of an operational one. A faulty node may issue echos such that the first echo in the array consistently satisfies the Frame Property (Definition 5.7), and the other echos are beyond the observation window of the reintegrator.
bad_node[i: BAD_IDS]: MODULE =

    TRANSITION
    [
        bad_echo[1] <= reint_to'
        -->
        bad_echo' IN {be: BAD_ECHO_ARRAY
                        | ascending?(be, reint_to')}
        []
        ELSE -->
    ]

Figure 8. Faulty Node Module

The precondition for the transition to update the echos is similar to that described for the frame synchronization module described in Section 2.3.2. Here, if the next state’s value of reint_to ever surpasses the first echo from a faulty node, all of the faulty nodes echos are updated. Thus, all of the faulty node’s echos are always observed by the reintegrator (i.e., the values of each echo is greater than reint_to). This is also provable in the model by $k$-induction.

Each of the three modes of the reintegration protocol is specified as a separate module. Additionally, another module handles mode control, which we describe first. Each mode has a binary control signal to determine whether it is active. Only one mode may be active at any time. The module specified in Figure 9 ensures the correct flow of control through the modes. It is synchronously composed with the modules specifying the modes themselves.

We specify mode control for a number of reasons. Making mode control explicit simplifies the analysis of counterexamples generated by SAL when attempting to verify properties of the formal model; knowing in which mode the counterexample occurs simplifies the search for the error. The mode control is part of the protocol as it was designed. Mode exit points mark locations in the execution of the protocol
where certain invariants are supposed to be reached. An invariant guaranteed upon the completion of a mode serves as an assumption in demonstrating the succeeding mode behaves correctly. Demonstrating that each mode guarantees the appropriate invariants is sufficient to demonstrate the entire protocol behaves correctly. Thus, modes serve as both a conceptual and formal decomposition to model and verify the protocol. Because the module is synchronously composed with the mode modules, it does not affect the trajectory-length required for $k$-induction proofs.

The three modes of the reintegration protocol are specified by separate SAL modules. Because of the distinct way in which operational and faulty nodes are modeled, it is simpler to specify distinct $\textit{accs}$ and $\textit{seen}$ variables for each kind. For example, in the SAL model, the reintegrator contains variables $\textit{op}\_\textit{accs}$ and $\textit{bad}\_\textit{accs}$ to record accusations. Nevertheless, care is taken to ensure that the reintegrator has no \textit{a priori} knowledge about which nodes are in fact operational and which are faulty.
In addition, in proving invariants, we found it simpler to specify separate seen variables for each mode rather than resetting the seen variable at the conclusion of each mode.

In the preliminary diagnosis mode, there are two principle transitions, as shown in Figure 10. The first transition models the behavior during the mode, and the second models exiting the mode. Our model of the reintegrator during the preliminary diagnosis mode is essentially time-triggered. The variable pd_finish marks the time at which the mode exits. The effect of a transition is to move the reintegrator’s timeout from the beginning of frame \(n\) to the beginning of frame \(n + 1\). As it does so, it records the echos observed in that frame and updates its state variables recording how many echos are seen from each node and whether they should be accused, respectively. When the reintegrator’s timeout is updated to the beginning of the next frame, the \texttt{P_update} module simultaneously updates \texttt{frame_to} to prepare the reintegrator to observe the echos in the next frame. If the mode should exit before the termination of the frame, the reintegrator’s timeout is updated to the time at which the mode should end, and only those echos in the interium are recorded by the reintegrator.

The purpose of the frame synchronization mode is to allow the reintegrator to discover some time during which no echos have been observed for \(\pi\) units of time (from nodes it does not know to be faulty). Thus, as shown in Figure 11, we define the relation \texttt{none_in_pi} that determines whether this holds. If the relation is not satisfied, the reintegrator’s timeout is updated to the greatest echo not known to be from a faulty node within \(\pi\) units of time of the reintegrator’s current timeout within the current frame. If no such echo exists within the current frame, \texttt{reint_to} is updated to the beginning of the next frame, allowing the operational echos to be updated (see Section 2.3.2). When the relation does hold, the reintegrator’s timeout is simply updated to be \(\pi\) units of time greater than its current value.
In the last mode, shown in Figure 12, we allow the reintegrator to behave in an event-triggered fashion. The reintegrator’s timeout is updated from its current value to the time at which the soonest echo message occurs (that does not come from a node known to be faulty), or if no such echo exists in the current frame, it updates to the beginning of the next frame. The function \( \text{sc}_{-}\text{seen}_{-}\text{total} \) records how many echo messages have been seen so far. The mode exits when more than half of the nodes that have not been accused have been observed – that is, when

\[
\text{sc}_{-}\text{seen}_{-}\text{total}(\text{sc}_{-}\text{op}_{-}\text{seen}, \text{sc}_{-}\text{bad}_{-}\text{seen}) > \text{not}_{-}\text{accd}(\text{op}_{-}\text{accs}, \text{bad}_{-}\text{acccs})/2.
\]

This also marks the termination of the reintegration protocol.

The three mode modules are composed asynchronously, in the \texttt{base\_modes} module:
No two modes should be active simultaneously. This is enforced by ensuring that if one mode is active, the others are deadlocked. The reintegrator is then defined as the synchronous composition of the base_modes module and the modes module:

The entire system is the synchronous composition of the reintegrator module, the clique module, and the module of the composition of the faulty nodes:
2. CASE-STUDY: THE SPIDER REINTEGRATION PROTOCOL

2.4. Verification. There are two main theorems to prove. First, we wish to show that the reintegrator accuses no operational nodes during the execution of the
reintegration protocol. Second, we wish to show that the reintegrator has successfully resynchronized with the operational nodes upon completion of the reintegration protocol.

**Theorem 5.3 (No Operational Accusations).** For all operational nodes \(i\), \(\text{accs}[i]\) does not hold during the reintegration protocol.

**Theorem 5.4 (Synchronization Acquisition).** For all operational nodes \(i\), \(|\text{clock} - \text{echo}(i)| < \pi\) upon termination of the reintegration protocol.

The proofs of these theorems via \(k\)-induction requires a number of supporting lemmas. Our strategy is to decompose the protocol verification into a verification of its constituent modes. Each mode should guarantee certain postconditions. The postconditions for a mode then serve as preconditions for succeeding modes. This strategy can be followed through the entire protocol making the proof of the above theorems straightforward.

This proof strategy is similar to the proof by abstraction technique used by Dutertre and Sorea [53, 54] and is a form of disjunctive invariants, an invariant composed from a set of disjuncts rather than the usual conjunctive form [88, 103]. Dutertre and Sorea manually construct the abstraction over the transition system to
be verified. Its construction appears to require a good understanding of the protocol. While their abstraction technique is powerful, its construction is complicated; the mode abstraction used here is simply adopted from the protocol specification.

The proof of Thm 5.3 requires showing that no accusations are issued in any of the modes; accusations are not issued in the synchronization capture mode, so we need only be concerned with the first two modes. One challenge in doing so is that the reintegrator is unsynchronized with the operational nodes in these modes, so it may begin listening for echos at any time during a frame. In particular, it may begin listening for echos after some operational nodes have issued them and before others have done so. Thus, for example, in the preliminary diagnosis mode, we cannot state precisely how many echos messages the reintegrator should receive from operational node. Rather, the reintegrator should receive at least one and no more than two echos. Proving that this in fact happens requires some additional lemmas regarding the maximum and minimum length of time the mode is active, and the effects of the mode initializing at different points in a frame.

The proof of Thm 5.4 relies principally on two supporting lemmas, each of which provides preconditions for the mode. The first precondition is that no operational nodes have been accused (Thm 5.3). The second is that the time at which the synchronization capture mode initializes and the reintegrator begins listening for echos is such that either all operational nodes in that frame have already issued echo messages or no operational node in the frame has issued one; that is, the frame synchronization mode has successfully located a frame gap.

2.4.1. Architectures Verified. In the prototypical design of SPIDER, the reintegrator monitors no more than three nodes. The architecture of the SPIDER bus is a bipartite graph of six nodes (i.e., there are two disjoint sets of nodes, and any two nodes from distinct sets have interconnects and no two nodes from the same set have
interconnects) [104], and this architecture with six nodes is designed to tolerate up to two simultaneous value faults.

The protocol has been verified for up to four monitored nodes, where one node may be faulty, (without increasing the number of non-faulty nodes, a greater number of faulty nodes would violate the Definition 5.7, the Majority Property). The proofs took on the order of seconds (and occasionally minutes) to complete on a typical modern desktop CPU with a gigabyte of memory. Although we did not attempt it, it may be possible to verify these properties for models containing a greater number of monitored nodes if proofs are allowed to run on the order of hours or on a more powerful machine. Furthermore, strengthening the invariants would allow larger architectures to be verified.

Because of the way in which we have modeled the protocol, for most lemmas, the size of $k$ required to prove a lemma is invariant to the number of monitored nodes modeled. The size of $k$ is dependent upon the duration of a mode (i.e., for how many resynchronization frames it is active) rather than on how many echos are received in the mode. For the architectures verified, all lemmas are proved by $k$-induction for $k \leq 4$.

SAL has the capacity to assist the user in discovering required lemmas. It has an option such that when enabled, SAL will return a counterexample to a failed proof by $k$-induction. Because the model is infinite, the counterexample is often symbolic. It shows a $k$-trajectory over which the constraints of the infinitely-typed variables do not satisfy the induction step (rarely does the base case fail). The onus is on the user to interpret how the constraints lead to a counterexample.

*Clique avoidance* is the property that there exists exactly one operational clique in the system [7, 105]. If more than one clique exists, the nodes in one clique will consider the nodes in the other to be either faulty or recovering, and the members
of each clique disregard the nodes in the other. This decreases the survivability of the system, since each clique is smaller than it would be if all the nodes were in the same clique. Worse though is that multiple cliques may lead the processors connected to the bus architecture to lose agreement about the status of the bus. The bus interface unit serving as the interface between a processor and the other nodes in the bus architecture can only communicate within the clique in which it is a member. Consequently, multiple cliques can violate processor-level fault-tolerance requirements the bus is supposed to guarantee for the attached processors.

The SPIDER architecture does not have a protocol to guarantee clique avoidance, unlike, e.g., TTP/C [26, 105]. However, the architecture is designed with the intent that if during the course of its operation the MFA (Section 1) is not violated, clique avoidance is guaranteed. The analysis of the reintegration protocol supports this claim by demonstrating that a necessary condition for clique avoidance is met.

Suppose the MFA is not violated and the protocols executed by the non-faulty nodes during startup and normal operation guarantee clique avoidance. Then the only opportunity for clique avoidance to be violated is after multiple nodes suffer transient faults and attempt to find a clique with which to reintegrate. If we assume clique avoidance holds while a node begins to reintegrate, it has only one clique to observe. By Theorem 5.3, such a node will not accuse the nodes in the single clique during reintegration and will therefore reintegrate into it by executing the reintegration protocol.

The two assumptions to the above argument are essential. First, it is necessary to assume the MFA is not violated. If the architecture suffers a massive failure that triggers a bus restart, scenarios exist in which clique avoidance is violated, although these scenarios have a low probability [11]. Although the essential protocols that
execute during startup and normal operation have been formally verified individu-
ally [27], there does not yet exist a cohesive argument to demonstrate formally that
clique avoidance is preserved.

3. Summary

We have described a formal proof of the correctness of the SPIDER Reintegration
Protocol in the SAL tool using k-induction. We have described improvements to a
novel formalism for real-time system. Finally, we have described a means by which
event-triggered behavior can be modeled as time-triggered behavior. The essential
means by which we achieved our results were by introducing synchrony into the for-
malism and by (conservatively) modeling event-triggered actions with time-triggered
behavior.

Modeling the reintegration protocol revealed two distinctions between this proto-
col and the other fault-tolerant protocols designed for SPIDER and similar systems.
First, although the ROBUS is designed to withstand Byzantine faults, these sort of
faults do not warrant special consideration when reasoning about reintegration. A
node that suffers a Byzantine fault can send arbitrary messages to other nodes. The
difficulty in designing distributed protocols to tolerate Byzantine faults is that dif-
f erent nodes may receive different messages from the same node. The reintegration
protocol is not a distributed protocol; only the reintegrator executes a reintegration
protocol, so only the messages the reintegrator receives are relevant when reasoning
about the correctness of the protocol.

Second, the topology of the system does not need to be modeled. The verification
is with respect to a single node, the reintegrator. The topology can be abstracted
away so that only the reception of messages by the reintegrator from the other nodes
in the system is modeled. If a communication link does not exist that allows a node
to send messages to the reintegrator, then that node is simply ignored in the formal model.

The formal specification and verification of the reintegration protocol reveals no flaws in the protocol. Nevertheless, it is of value since no hand proofs existed to demonstrate its correctness. Furthermore, the protocol was significantly different from the other SPIDER protocols and many other fault-tolerant distributed protocols [29]. As well, the formal verification not only demonstrates the correctness of reintegration but it strongly suggests that clique avoidance is preserved.

The formal verification does reveal that a more general assumption can be used to prove correctness: we require only that $P > l\pi + 2\pi$, where $P$ is the duration of a resynchronization frame, $\pi$ is the skew, and $l$ is the number of faulty nodes not accused by the reintegrator during the first two modes. In the originally-stated assumption, the requirement was that $P > m\pi + \pi$, where $m$ is the total number of monitored nodes. This latter requirement implies the former since Definition 5.7, the Majority Property, ensures there is at least one operational node. In the worst case – i.e., if the reintegrator trusts as many faulty nodes as possible for the protocol to work – they are equivalent.

A difficulty with $k$-induction is that properties can be proved vacuously if the system is deadlocked. Checking for deadlocks in an infinite-state systems is a difficult problem. This is exacerbated by the fact that SAL’s language is typed, and violating typing constraints can cause deadlocks as well. The heuristic used to check for deadlocks, just as described in Chapter 4, is to specify properties known to be false and attempt to prove them by $k$-induction. This is only a positive test for deadlock; a counterexample does not imply the system is not deadlocked.

Proving safety properties of parameterized real-time systems models using infinite-state bounded model-checking is promising. This technique has been used in other
real-time domains too, with much success. Parameterized models of two physical layer communication protocols – 8N1 (used in UARTS) and the Biphase Mark Protocol – have been verified [19, 106]. The verification of the former physical layer protocol reveals a significant error in a published technical note, and the verification of the latter is orders of magnitude easier than previous approaches using mechanical theorem-proving.
CHAPTER 6

Conclusion

A methodology for the formal verification of time-triggered systems is developed in the preceding chapters. For these kinds of systems, a variety of timing models are used to specify their protocols, and the ability to reason within and between these timing models is essential for their verification.

1. Limitations

A complete formal verification methodology for time-triggered systems has not been provided. The development of safety-critical systems is recent and formal verification research in this domain is less mature than in others such as hardware. Many open problems in time-triggered system verification described by Rushby and Pfeifer have not been addressed herein including, for example, formal analyses of application-level fault-tolerance, and never-give-up strategies [25, 26].

The following are limitations specific to the work presented in each of the technical chapters (Chapter 3 through 5).

1.1. Chapter 3. A set of abstractions for the formal verification of synchronous fault-tolerant distributed protocols is presented. Like any set of abstractions, modeling a system using them requires the system to satisfy various constraints, notably, they require the abstracted protocols to implement synchronous behavior. Although the abstractions have proved useful in the specification and verification of the SPI- DER protocols, it remains to be seen how they extend to similar systems. Preliminary
work by the NASA Langley SPIDER Group and Holger Pfeifer to extend the specifications presented by Miner et. al. [27] to the specification of TTA, which are founded upon these abstractions, has been promising.

1.2. Chapter 4. One limitation we find with the approach outlined to verify implemented protocol schedules is that the timing analysis developed in the formal theory does not correspond exactly with that developed by the SPIDER engineers who produced the protocol schedules [11]. For example, offsets for the communication phase, computation phase, reception window, etc. are offsets from the beginning of the current round. In the engineers’ specifications of the SPIDER prototypes, these offsets are calculated with respect to the scheduled start of the entire protocol. Another difference is that the analyses carried out by the engineers uses clock functions from clock-time to real-time whereas we use inverse clock functions, which are functions from real-time to clock-time. There are other minor differences. The differences require an informal mapping from the variables and constants in the VHDL schedules developed by the engineers to those of the formal theory. This is a result, in part, of beginning with Rushby’s existing theory and formalized specifications. Ideally, the formal theory is developed in conjunction with the engineers’ analysis (or even replaces that analysis) to ensure a simple mapping.

1.3. Chapter 5. Beyond the standard limitation of bounded model-checking – that the propositional satisfaction problem is exponential in the size of the formula – infinite-state bounded model-checking depends on powerful combinations of theory-specific SMT solvers. At the time of this writing, this is an active area of research. In fact, the model reported in Chapter 5 provided many of the benchmarks for the first SMT competition [107]. The use of this technique depends on the development of more powerful and better integrated solvers.
2. Future Work

The following describes natural extensions of the work presented in this dissertation.

2.1. Emergent Properties. As described in Chapter 1, some of the most difficult yet important challenges facing the formal verification of time-triggered systems are the specification and verification of system-level “emergent properties” [25]. This work addresses this challenge indirectly. In particular, one of the difficult aspects in verifying emergent properties is that separate protocols tend to be specified and verified in different timing models (see Pfeifer [26]). A systematic means for abstracting a wide range of protocols to the synchronous model (Chapter 4) and a systematic means for specification in this model (Chapter 3) should ease this challenge.

2.2. Design Derivation. In general, the level of abstraction this dissertation deals with is the protocol level. These specifications are of the global system behavior and the properties the distributed protocols must satisfy. A gap exists between this level of abstraction and the implementation, in either hardware or software. One of the greatest differences is that a protocol specification describes the coordinated behavior of some subset of the node operations. A specification of a single node describes its sequential behavior over all the protocols in which it plays some role. Roughly, the two aspects of specification are orthogonal: a protocol specification “cuts” the system temporally, and the node specification “cuts” the system spatially. A protocol specification describes the global system over some time interval, whereas a node specification describes the entire behavior over time of a single node. There are additional differences: a protocol-level specification models the environment, which
may include the effects of faults, timing assumptions, and so on. A protocol specification is necessary to verify the protocols behave correctly, but it is from a node-level specification from which an implementation can be built.

There are two possibilities for creating a formal connection between a protocol-level specification and a node-level specification. The first is to use a verification technology such as mechanical theorem-proving or model checking. For example, Bevier and Young use the ACL2 theorem-prover to verify a hardware realization of the Oral Messages protocol [108]. The drawbacks of using mechanical theorem-proving is that it is time-intensive, requires substantial expertise, and formulations and proofs are not easily modified in the face of changes to the specification or realization. Furthermore, many of the refinements made to obtain the realization from the specification may be routine, but each instance of the refinement requires a separate proof of correctness. More preferable would be a form of interactive synthesis or interactive compilation. Results reported demonstrate techniques for deriving hardware specifications from high-level functional specifications, and it may be possible to extend these to the derivation of hardware realizations of time-triggered systems [18,109–111]. Another approach from the synchronous languages perspective [112] for generating a TTA implementation from Lustre [113] specifications is described by Caspi et. al. [114].

2.3. Verification Libraries. The success of modern programming languages is due in part to the vast libraries available to the programmer. No large-scale programming effort would be attempted in a language without good library support. Not only does the existence of libraries reduce the development time, but it also reduces programming bugs. Libraries have often been carefully designed by experts in the language, and they have undergone extensive testing.

Despite current practice, these remarks hold for formal specification and verification projects, too. A main criticism of formal methods, and particularly mechanical
theorem-proving, is that it is very time-intensive. Significant effort is required to formulate and prove background results needed in a mechanical-theorem-prover. Basic mathematical results are proved repeatedly in verification endeavors.

One approach is to provide domain-centric libraries. A set of specifications and mechanical proofs have been developed for SPIDER in PVS [27, 95]. Libraries generalizing these results are being developed. They are being generalized for the specification and verification of time-triggered systems other than SPIDER, such as the TTA. These compliment the NASA Langley PVS libraries [77]. In general, better libraries are needed, and libraries need to be integrated, both within a mechanical theorem-prover and between theorem provers [115].

2.4. Real-Time Verification by $k$-Induction. The $k$-induction verification technique for infinite-state systems used Chapter 5 is promising, and preliminary results suggest larger models can be verified using it than using timed-automata based verification for some problems [54]. More generally, a direct comparison between the specification and verification of real-time systems in SAL and in other tools specifically designed for real-time system verification (e.g., HyTech [116], Kronos [117], Uppaal [118], etc.) would be useful, although results reported by Brown and Pike suggest real-time verification by $k$-induction compares favorably [19]. More case-studies are needed to determine its how to use the technology effectively. The development of automated solvers is a very active area of research, being shaped by case-studies like the one from Chapter 5 [107]. The $k$-induction proof technique is sensitive to the maximum length of a trajectory in a transition system over which the induction step does not hold. Other methods to “flatten” the transition system, like the ones developed in Chapter 5, makes the technique more powerful.
2.5. Tool Integration. A thesis of this dissertation is that the economic application of formal methods to this domain requires the use of multiple tools. We use two tools, PVS and SAL, that are developed by a single laboratory, SRI, International. These tools are designed to be integrated in a future release [119]. Although they are stand-alone tools at this point, we are able to take advantage of their similar language constructs, particularly in Chapter 4.

In general, an industrial-sized formal verification endeavor requires a range of tools including mechanical theorem-proving, model-checking, and automated and interactive synthesis [66, 120, 121].

3. Concluding Remarks

Embedded digital systems are at once becoming more complex and more integrated into safety-critical systems. Assurance that their designs are error-free is essential. For systems with high reliability requirements, formal methods are recognized to provide the highest level of assurance of correctness. The feasibility of acquiring this level of assurance requires techniques, like the ones presented herein, for the systematic and economic formal verification of time-triggered systems.
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APPENDIX A

Inconsistent Axioms in Rushby’s Specification

Rushby presents four principle assumptions (or axioms) about the behavior of time-triggered systems [10]. He describes his use of these axioms in the systematic formal specification and verification of time-triggered systems in the mechanical theorem-prover PVS [23]. Two of these four axioms are inconsistent; in fact, one is inconsistent in three separate ways. Once the axioms are made consistent, one axiom is redundant; it is a corollary of the other. Finally, a contradiction can be derived from another of the four axioms and some other minor axioms in the formal specification. These inconsistencies appear in both the printed paper and the PVS specifications, but when the printed axioms are ambiguous due to being more informally stated, we assume the PVS specifications to be definitive.

These errors were discovered while attempting to interpret these axioms by formally providing a model using theory interpretations in PVS [122]. When the “canonical model” did not satisfy the axioms,¹ These axioms not only fail to model the domain but are in fact inconsistent. Once the errors were discovered, it is straightforward to mend them.²

We begin by stating Rushby’s definition of inverse clocks and Clock Drift Rate Axiom.

¹The author thanks Paul Miner of the NASA Langley Formal Methods Group for suggesting Axioms A.3 and A.5 are necessary to axiomatize a canonical clock. He also pointed out that these changes imply that Theorem A.10 holds.

²This appendix is a preliminary version of a short comment [28]. The mended formal specifications, along with a formal theory interpretation, can be found on-line [13].
Definition A.1 (Inverse Clock). An inverse clock for node \( p \) is a total function \( C_p : \mathbb{R} \to \mathbb{N} \).

The domain of an inverse clock is called \textit{realtime} and the range is called \textit{clocktime}.

The drift of nonfaulty clocks is bounded by a realtime constant \( 0 < \rho < 1 \):

\[
(1 - \rho)(t_1 - t_2) \leq C_p(t_1) - C_p(t_2) \leq (1 + \rho)(t_1 - t_2).
\]

Theorem A.2. Axiom A.1 is inconsistent.

Proof. Let \( t_2 > t_1 \). Then \((1 - \rho)(t_1 - t_2) > (1 + \rho)(t_1 - t_2)\). \(\square\)

Axiom A.1 can be revised as follows:

Axiom A.3 (Clock Drift Rate (First Revision)). Let \( t_1 \geq t_2 \). Then \( (1 - \rho)(t_1 - t_2) \leq C_p(t_1) - C_p(t_2) \leq (1 + \rho)(t_1 - t_2) \).

However, even this is unsatisfiable:

Theorem A.4. Axiom A.3 is inconsistent.

Proof. Let \( t_1 > t_2 \) such that \((1 + \rho)(t_1 - t_2) - (1 - \rho)(t_1 - t_2) < 1 \) and there exists no \( n \in \mathbb{N} \) such that \((1 - \rho)(t_1 - t_2) \leq n \leq (1 + \rho)(t_1 - t_2)\). \(\square\)

The inequality is weakened by taking the floor and ceiling of the drifts:

Axiom A.5 (Clock Drift Rate (Second Revision)). Let \( t_1 \geq t_2 \). Then \( \lfloor (1 - \rho)(t_1 - t_2) \rfloor \leq C_p(t_1) - C_p(t_2) \leq \lceil (1 + \rho)(t_1 - t_2) \rceil \).

Even with these revisions, no function satisfying Axiom A.5 is an inverse clock, as defined by Definition A.1.\(^3\)

\(^3\)It should already be intuitive that Definition A.1 is incorrect, since, e.g., a canonical inverse clock function like the floor function does not satisfy Axiom A.5.

Proof. By contradiction. The set \( \mathbb{N} \) is totally ordered with a least element, so there exists some \( t \in \mathbb{R} \) such that \( C_p(t) \leq C_p(t') \) for all \( t' \in \mathbb{R} \). Let \( t'' \in \mathbb{R} \), where \( t'' < t \), such that \([ (1 - \rho)(t - t'') ] > 0 \). By Axiom A.5, \([ (1 - \rho)(t - t'') ] + C_p(t'') \leq C_p(t) \). However, because \([ (1 - \rho)(t - t'') ] \) is assumed to be strictly greater than zero, \( C_p(t'') < C_p(t) \), contradicting our assumption that \( C_p(t) \) is least. \( \square \)

We therefore extend the range of an inverse clock from \( \mathbb{N} \) to \( \mathbb{Z} \).

Definition A.2 (Revised Inverse Clock). An inverse clock for node \( p \) is a total function \( C_p : \mathbb{R} \to \mathbb{Z} \).

Note that the inconsistencies in Axioms A.1 and A.3 hold regardless of whether an inverse clock is defined by Definition A.1 or Definition A.2.

A second inconsistent axiom is the Monotonicity Axiom. Nonfaulty clocks are monotonic:

Axiom A.7 (Monotonicity). \( t_1 < t_2 \) implies \( C_p(t_1) < C_p(t_2) \).

Theorem A.8. Axiom A.7 is inconsistent (with respect to either Definition A.1 or Definition A.2).

Proof. Because \(<\) is a total order over \( \mathbb{R} \), Axiom A.7 implies that \( C_p \) is an injective function, but there exists no injection from the reals into the natural numbers (or integers). \( \square \)

A satisfiable revision of monotonicity weakens the consequent:

Axiom A.9 (Revised Monotonicity). \( t_1 < t_2 \) implies \( C_p(t_1) \leq C_p(t_2) \).

Axiom A.9 now becomes a corollary of Axiom A.5:

Proof. By Axiom A.5, $C_p(t_2) \geq C_p(t_1) + [(1 - \rho)(t_2 - t_1)]$. □

The third inconsistency can be derived from the axiomatization of when messages are sent and received by nonfaulty nodes. Let $sent_p(q, m, t)$ be a relation that holds if node $p$ sends message $m$ to node $q$ at realtime $t$. Similarly, let $recv_q(p, m, t)$ be a relation that holds if node $q$ receives message $m$ from node $p$ at realtime $t$. The following axiom relates the delay between when a nonfaulty node sends a message and when a nonfaulty node receives it. Let the maximum delay be a realtime constant such that $\delta \geq 0$.

Axiom A.11 (Maximum Delay). $sent_p(q, m, t)$ if and only if there exists some realtime delay $0 \leq d \leq \delta$ such that $recv_q(p, m, t+d)$.

Theorem A.12. If $\delta > 0$, then Axiom A.11, together with other minor axioms and constraints in the formal specification, is inconsistent.

Proof. (Sketch.) The essential problem is that the existential quantifier is within the scope of the biconditional operator in Axiom A.11. As stated, Axiom A.11 implies that for all realtimes $t$, if there exists a $0 \leq d \leq \delta$ such that $recv_q(p, m, t+d)$, then $sent_p(q, m, t)$. It can be shown that there exists some $t$ such that $recv_q(p, m, t+d)$. Because $d$ ranges over the interval $[0, \delta]$, there exists a realtime $t'$ and realtime delay $0 \leq d' \leq \delta$ such that $d' \neq d$ and $t' + d' = t + d$, implying that $sent_p(q, m, t)$ and $sent_p(q, m, t')$, where the distance between $t$ and $t'$ is less than $\delta$. However, by other constraints, no two separate realtimes within $\delta$ of each other satisfy $sent$. □

A possible consistent revision is as follows:
**Axiom A.13 (Revised Maximum Delay).** There exists some $0 \leq d \leq \delta$ such that $\text{sent}_p(q, m, t)$ implies $\text{recv}_q(p, m, t + d)$, and there exists some $0 \leq d' \leq \delta$ such that $\text{recv}_q(p, m, t)$ implies $\text{sent}_p(q, m, t - d')$.

Finally, the following axiom is unnecessary:

**Axiom A.14 (Monotone Schedule).** $r_1 < r_2$ implies $\text{sched}(r_1) < \text{sched}(r_2)$.

The axiom can be replaced with the following corollary.

**Corollary A.15 (Monotone Schedule).** $\text{sched}(r) < \text{sched}(r + 1)$.

**Proof.** Immediate from Axiom 4.5. 
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