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Abstract—Parallel geofe, a parallel, three-dimensional finite element paleohydrologic modeling program, was developed based on 

the serial code, with the aim to simulate ground water flow on the Atlantic continental shelf in New England within the past two million 

years, and help to explain the large amount of unconventional freshwater plumes within offshore aquifer systems in the above area. 

We used ParMetis for mesh partitioning and Aztec to solve the sparse linear system for the modeled groundwater flow, heat transfer 

and solute transport processes. The resulting program demonstrates good scalability on the Teragrid systems.   
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1 INTRODUCTION

One of the problems facing hydrogeologists is to bet-
ter understand temporal and spatial patterns of re-
charge into permeable aquifer systems.  Over geologic 
time scales (106 years), recharge rates are believed to 
have fluctuated significantly due to temperature fluc-
tuations and the waxing and waning of ice sheets. 
Recharge fluctuations are particularly important in 
coastal areas where sea level has fluctuated by as 
much as 120 meters in the past 21 thousand years ex-
posing large areas of the continental shelf to meteoric 
recharge [1]. Since processes that occur on these time 
scales are very complex, specifically, the sensitivity to 
various environmental parameters and boundary 
conditions must be evaluated to understand the over-
all processes, numerical modeling and simulation is a 
critical method for analysis in addition to field drilling 
and testing. 

We are investigating how up to 2.8 x 103 km3 of 
freshwater were emplaced within permeable sedi-
ments of the Atlantic continental shelf in New Eng-
land’s about 21 thousand years ago around the time of 
the last glacial maximum [6, 7, 10] (Figure 1). These 
unconventional freshwater plumes within offshore 
aquifer systems may represent an important untapped 
resource for large urban centers (e.g. New York City) 
in  coastal  regions  [1].  They  are  likely  related  to  

 
 
 
 
numerous observations  of  on  shore  freshwater  
plumes that have been reported to  have  displaced oil  
field brines in sedimentary basins across North Amer-
ica [2]. Interestingly, these freshwater plumes have 
stimulated the formation of biogenic methane that is 
now being exploited as a viable petroleum exploration 
“play” concept by the oil industry [10]. A number of 
mechanisms have been proposed to explain the em-
placement of these freshwater plumes on the conti-
nental shelf including meteoric recharge (i.e. precipi-
tation infiltration) during periods of sea-level low-
stands and ice sheet recharge with infiltration occur-
ring beneath the terminus of the glacier or beneath 
pro-glacial lakes. Evaluation of these various mechan-
isms can be accomplished through numerical simula-
tion of the groundwater flow beneath and beyond the 
ice sheet on the continental shelf within the past 2 mil-
lion years, when the Laurentide ice sheet dominated 
the landscape of North America. 

Our numerical model is one of the first to consider 
the effects of ice sheet loading, and associated lithos-
phere flexure, on groundwater flow in basins [15]. 
Flexural adjustments to the lithosphere typically re-
sult in a deflection of the land surface that is equal to 
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Fig. 1.  Locations of offshore boreholes on the Atlantic conti-

nental shelf (triangles) and associated salinity profiles from 

selected wells. Wells not plotted have salinities near sea water 

[3]. Proposed International Drilling Program boreholes are 

shown as circles with cross. 
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about one tenth the ice sheet thickness, although tran-
sient effects due to mantle flow can modify the magni-
tude of both a flexural moat and a forebulge. 

While cross-sectional models have helped establish 
the relative importance of different recharge mechan-
isms [11], there is compelling geomorphic evidence 
that the Pleistocene flow system on the continental 
shelf was highly three-dimensional (Figure 2). That is, 
the spatial distribution of aquifers and confining units 
suggests that significant three-dimensional flow and 
freshwater patterns should occur. The advection dom-
inated nature of solute transport necessitates using a 
highly resolved numerical grid with up to 5.8 million 
elements. To represent changes in sedimentary layer 
thickness and pinch outs requires a specialized mesh 
generator, LaGriT [9]. Both the time scale involved 
and magnitude of the grid require use of parallel 
processing and a high performance computing sys-
tem. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 

 
 

The Teragrid made the described simulation possi-
ble, by not only providing the necessary high perfor-
mance computing resources, but also accelerating the 
interdisciplinary collaboration between geologists and 
IU Teragrid staff and scientific computing experts. The 
original serial application (geofe) was parallelized and 
run on the Teragrid resources (NCSA, SDSC, TACC, 
and IU) under a MRAC allocation.  In the following 
sections, we discuss in more details of the modeling 
and simulation of the physical processes, the serial 
program geofe, the parallelization process, the scaling 
analysis of the resulting parallel program, preliminary 
results and ongoing work. 

 

2 MODELING AND SIMULATION OF THE PHYSICAL 

PROCESSES 

 

The physical processes we considered are variable 

density groundwater flow, conductive and advective 

heat transfer, and mass transfer and dispersion in 

porous media.   

Following the principle of conservation of mass and 

Darcy’s Law, which states that the specific discharge 

through a porous medium is proportional to the in-

trinsic permeability of the porous medium and the 

hydraulic gradient and inversely proportional to the 

absolute viscosity of the fluid, the governing equation 

of the groundwater flow of a variable density fluid in 

an anisotropic porous medium can be derived as: 

t

h
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where: 

0K  is the hydraulic conductivity tensor for 

water at standard pressure, salinity, and 

temperature  

f  is the fluid density at its current pressure 

and temperature  

r  is the relative fluid viscosity  

fwh  is the equivalent fresh water head  

r  is the relative fluid density 

SS is the specific storage  

0  is the fluid density at standard pressure 

and temperature  

t is time  

Similar to groundwater flow being driven by pres-

sure gradient, diffusion of solute is driven by concen-

tration gradient. In addition, heterogeneities in the 

porous medium at different scales can cause disper-

sion. Considering above effects, the governing equa-

Fig. 2. (A) Lithologic units: green is marine clastic aquifer, 

blue is marine confining units, and red indicates other aqui-

fers. (B) Three-dimensional numerical mesh of the Atlantic 

continental shelf in New England. The mesh extends lateral-

ly about 500 km from New Jersey to Maine and offshore 

about 250 km where the sediment thickness is 3 km. (C) 

Details of mesh showing levels of refinement in units. The 

mesh is vertically exaggerated for viewing convenience. 
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tion for solute transport is: 

qC
t

C
CDM       (2) 

where: 

 is porosity  

MD  is the hydrodynamic dispersion tensor  

C is the dissolved concentration of the 

chemical species of interest  

q is the specific discharge vector  

 

The modeled heat transfer process consists of heat 

conduction and mechanical dispersion. The conduc-

tive heat transfer is analogous to the groundwater 

flow, while the mechanical dispersion is mathemati-

cally equivalent to a molecular diffusion process. The 

governing equation for the heat transfer is: 

qTc
t

T
CTD ffe               (3) 

where: 

D  is the total thermal diffusivity tensor  

T is temperature  

Ce is the effective heat capacity  

cf is the specific heat capacity of the fluid at 

constant pressure  

The first term on the right hand side accounts for the 

ability of porous medium to store heat, while the 

second term represents the amount of energy moving 

through the porous medium within the groundwater 

discharge. 

Tetrahedra elements are used to approximate 

equivalent fresh water head, temperature and solute 

concentration throughout the model domain. We ap-

plied the standard Galerkin approach and temporal 

discretization to formulate implicit solutions for the 

three attributes.   

Moreover, for solute transport, in addition to equa-

tion 2, we need to consider advection effect where the 

compounds of interest are carried along with the 

groundwater. The modified method of characteristics 

(MMOC) is applied to address this issue. The MMOC 

algorithm consists of placing particles of a given ini-

tial concentration at the nodes of the finite element 

mesh, tracing them backward in the velocity field, and 

reinterpolating a concentration distribution at their 

new locations to simulate the effect of advection. After 

the concentrations at the nodes have been updated to 

simulate advective effects, the finite element approach 

is applied to account for the effects of diffusion and 

dispersion. 

In summary, the overall simulation process follows 

algorithm in Figure 3.  

3 PARALLELIZATION AND SCALING ANALYSIS 

As seen in Figure 3, our geofe paleohydrologic model 
runs in a transient mode within which groundwater 
flow, heat, and solute transport are simulated sequen-
tially. Each time step depends on the results of the 
previous time step. Thus, the only way to effective 
parallelization is to perform domain decomposition 
on the grid and parallelize the simulation process ac-
cording to the partition. To accurately represent time 
dependent fluctuations in sea level and ice sheet load-
ing, a large number of time steps are required. There-
fore, it is necessary to have a load-balanced mesh par-
tition and an efficient sparse linear system solver, to 
allow the simulation to be completed in a reasonable 
amount of time. 
 
 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
    

We chose ParMETIS to perform mesh partitioning 
and the Aztec library to solve the sparse linear system, 
both in parallel. Both of these toolkits have been used 
in large numerical simulations and known to scale up 
to hundreds of processors [5, 6, 12, 13, 14]. ParMETIS 
is able to generate mesh partitions that have good 
load balance and theAztec library has been demon-
strated to solve linear systems up to millions of un-
knowns on up to 1024 processors. 

To verify the scalability of our parallel program 
pgeofe, we performed a scalability analysis using our 
DAC allocation on the NCSA IA64 Teragrid cluster. 
Parallel speedup with respect to the optimal serial 
version is shown in Figure 4 A and B for grids with 
104,758 and 1,277,068 finite element nodes (577,993 

 
read_initial_condition 
calculate_density 
calculate_viscosity 
do t=start_time, end_time, time_step_size 
    flow_eqn   !solve for the head, eqn 1 
    calculate_q_using_head 
    heat_eqn   !solve for the temperature, eqn 2 
    mmoc_particles_generate 
    compute_num_of_mmoc_steps 
    do i=1,num_of_mmoc_steps 
        if (i .eq. 1) move_particles 
        calculate_nodal_concentration 
        solute_eqn !solve for the concentration, eqn 3 
    enddo     
    calculate_density 
    calculate_viscosity 
enddo 

Fig. 3. algorithm for geofe simulation 



4 TERAGRID 2007 CONFERENCE, MADISON, WI 

 

and 7,489,503 tetrahedra elements respectively). The 
serial version was implemented with splib iterative 
solver and the Goto BLAS library. We enforced consis-
tent parameters in both the serial and parallel ver-
sions, e.g., ILUT preconditioner and CGSTAB sparse 
linear system solver with the same convergence crite-
ria in both versions. The parallel code was run with 
up to 256 processors on both meshes for comparison 
purposes illustrated below. Although the finer mesh 
was generated for a different problem, it does reflect 
the scaling behavior of the pgeofe code. 

We can observe the different scaling behavior of 
pgeofe for the relatively coarse and more refined mesh. 
For the relatively coarse mesh, the speedup increases 
linearly up to 16 processors but plateaus around 128 
processors; for the more refined mesh, we found the 
linear speedup prevailed even using 256 processors. 
The reason of this behavior, we believe, is due to the 
effect of communication overhead with respect to the 
computation. For the same mesh, when a larger num-
ber of processing elements (PEs) are used, less num-
ber of finite element nodes will be assigned to each 
PE, which leads to more communication overall and 
less computation on each PE. Communication is going 
to be the dominant factor and parallel speedup will 
suffer when nodes per PE fall below certain threshold, 
which is the case in using 256 PEs on the coarse mesh. 
We project that our final mesh of 1 million nodes will 
scale well beyond 256 processors. 

4 PRELIMINARY RESULTS AND ON-GOING WORK 

pgeofe was tested on a three-dimensional representa-
tion of New England's continental shelf between New 
Jersey and Nantucket Island, Massachusetts. Figure 5 
shows the discharge computed from Darcy's law after 
two million years for a constant sea level followed by 
twice 780,000 years of sea-level fluctuations given by 
the SPECMAP record [4]. In this simulation, no ice 
sheet is present. Discharge areas (upward velocities) 
are found on the continental shelf beneath sea level, 
indicating that fresh water can resurface away from 
shore. Ice sheets and proglacial lakes will enhance this 
effect because higher fluid heads underneath ice or 
lakes will drive water further offshore. In addition, 
permafrost around the ice sheet margin will prevent 
fluids from resurfacing near the margin, enhancing 
discharge further away on the continental shelf. Fig-
ure 6 presents spatial variations in dissolved solids 
concentration on the continental shelf at the end of the 
run. Significant spatial variations in salinity are ob-
served. Sea-level fluctuations expose recharge areas 
on the continental shelf that will enhance migration of 
fluid off shore. The new elements (ice sheet, proglacial 
lake, and permafrost) are being tested in a new ver-
sion of pgeofe. 

We are working on profiling pgeofe on both BigRed 
at IU and lonestar system at TACC. Further scaling 

analysis with 512 processors and more is also being 
planned. We encountered some problem using 
ParMetis with 256 PEs, and switched to serial METIS 
for now, but that did not have any significant impact 
performance-wise since mesh partitioning is only 
performed once at the beginning of the program. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5  CONCLUSION 

The analysis of the three-dimensional distribution 
of freshwater on the Atlantic continental shelf can 
only be accomplished using parallel models such as 
pgeofe due to the advection dominated nature of solute 
transport through porous media. Our preliminary 
results suggest that significant spatial variations in the 
degree of flushing of the continental shelf aquifers 
due to the effects of topography, sea level, and ice 
sheet loading. We expect to elucidate these processes 
in the future by including the effects of isotope trans-
port. 

 
 
 
 

Fig. 4. (A) Speedup of pgeofe code against serial geofe with 

a coarse mesh of New England Continental Shelf containing 

104,758 nodes and 577,993 elements. The dashed line indi-

cates ideal scaling. (B) Similar scalability tests comparison 

but using a more refined mesh containing 1,277,068 nodes 

and 7,489,503 elements of a hydrothermal flow system. 

Simulation was performed on the NCSA IA64 cluster. 
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Fig. 5. Three-dimensional plot of discharge (upward vertical 

velocity; m/s) on New England’s continental shelf. Colors 

yellow to red indicate discharge, green and blue indicate 

recharge into the aquifer. 

Fig. 6. Simulated total dissolved solids concentration (red: 

saltwater; blue: freshwater) on New England’s continental 

shelf at the end of the run. 
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