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ABSTRACT

In this paper, we study the Bernstein polynomial model for estimating the multivariate distribution functions and densities with bounded support. As a mixture model of multivariate beta distributions, the maximum (approximate) likelihood estimate can be obtained using EM algorithm. A change-point method of choosing optimal degrees of the proposed Bernstein polynomial model is presented. Under some conditions the optimal rate of convergence in the mean $\chi^2$-divergence of new density estimator is shown to be nearly parametric. The method is illustrated by an application to a real data set. Finite sample performance of the proposed method is also investigated by simulation study and is shown to be much better than the kernel density estimate but close to the parametric ones.
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1. Introduction

In nonparametric statistics, density estimation is a difficult job. Multivariate density estimation is even more difficult. A complete account of the multivariate density estimation can be found in the book by Scott [1]. The most commonly used method of multivariate density estimation is kernel estimation. Some modifications on kernel density estimation can be found in [2]-[4]. However, the kernel method is not a maximum likelihood method. It is just a technique to smooth the discrete density corresponding to the empirical distribution by choosing appropriate bandwidth. The kernel density is actually an unbiased estimate of the convolution of the target density and the scaled kernel. Moreover, the boundary effect of kernel estimation and the difficulty in selecting the bandwidth still prevent the improvement upon the accuracy of estimation.

All nonparametric estimates of infinite-dimensional parameters such as continuous distribution and density functions are based on models with finite-dimensional parameter. For example, the commonly used empirical distribution is based on multinomial distribution model. Empirical likelihood method uses the same model. This model can also be viewed as a step-function approximation of the unknown population distribution function or histogram approximation of the underlying density function. However it is not a smooth approximation.

If a nonparametric model for density means any nonnegative function $f$ such that $\int f(x)dx = 1$, then for any $x$ with $f(x) > 0$, the information for $f(x)$ is zero [see 5]. It was also showed by [6] that no such nonparametric model even with some smoothness assumptions for which this information is positive. Therefore such ‘nonparametric model’ is not useful. Box [7] noted ‘all models are wrong, but some are useful’. If this is agreed then such infinite dimensional ‘nonparametric models’ are not even models
because they are not wrong and specify almost nothing. Therefore properly reducing the infinite dimensional parameter to a finite dimensional one is necessary. It is well known that in most cases the maximum likelihood method gives the most efficient estimate. A working finite dimensional nonparametric density model is also necessary to apply the maximum likelihood method. Just like we clearly know when an estimator is parametric, with an approximate working finite dimensional nonparametric density model, one can easily answer the question: ‘when is an estimator nonparametric?’ [see §§2.4.2, 6.1.3, and 6.4 of 1]

Inspired by the Bernstein \[8,9\] polynomial approximation [see 10,11 also.], Guan \[12\] proposed the approximate Bernstein polynomial model for nonparametric density estimation. The unknown parameters contained in this model are the coefficients and the degree of the polynomial which is also the number of unknown coefficients. The number of parameters could increase as sample size increases. This is one of important features that characterize a nonparametric estimator [see §2.4.2 of 1]. The readers are refereed to \[12,13\] for more references therein on applications of the Bernstein polynomial in estimations of density and other smooth infinite dimensional parameters. Unlike other nonparametric density estimation such as the kernel density and other applications of the Bernstein polynomial in density estimations as in \[14,15\], for instance, Guan \[12\]’s method is a maximum likelihood method using Bernstein polynomial as an approximate model with the degree of the polynomial together with the coefficients as a finite dimensional parameter. It has been shown that the Bernstein density estimation can achieve an almost parametric optimal rate of convergence. Simulation study showed that the small sample performance of the Bernstein polynomial density estimate is close to that of parametric one but much better than the kernel density estimate.
Multivariate density estimation is crucial in many applications of statistics. For example the Nadaraya-Watson estimator of a nonparametric regression function requires the nonparametric multivariate density estimate. The commonly used kernel density estimator cannot take the advantage of the boundedness of the support of a density to be estimated and therefore its rate of convergence is bounded by the optimal minimax rate \cite{16}. On the other hand, however, for a density on an infinite support it is not possible to obtain reasonable estimates of the density values outside the data range without specification of the tail behaviors. The multivariate generalization of \cite{12}'s method is desired and is anticipated to provide better nonparametric multivariate density estimate than the existing methods such as the kernel density estimation.

The paper is organized as follows. We shall give the maximum approximate Bernstein likelihood method in Section 2 and some asymptotic results in Section 3. The proposed methods are compared with some existing competitors through Monte Carlo experiments in Section 4 and are illustrated by a real dataset in Section 5. The performance of the change-point method for choosing optimal degrees is also studied in Section 4. Further remarks and comments are given in Section 6. The proofs of the theoretical results are relegated to the Appendix.

2. Methodology

2.1. Notations

In this section we first give some notations and definitions that will be used in the following sections. Throughout the paper, we use bold face letters to denote vectors. For example, \( \mathbf{x} = (x_1, \ldots, x_d)^T \) is a \( d \)-dimensional vector. Inequality \( \mathbf{x} \leq \mathbf{y} \) is understood componentwise, i.e., \( x_j \leq y_j \) for all \( j = 1, \ldots, d \). The strict inequality
\( x < y \) means \( x \leq y \) but \( x \neq y \). We denote the taxicab norm by \( |x| = \sum_{i=1}^{d} |x_i| \).

Let \( C^{(k)}[0,1]^d \) denote the class of functions \( f \) on \([0,1]^d\) that have continuous partial derivatives \( f^{(l)}(t) = \partial^{l_1} f(t)/\partial t_1^{l_1} \cdots \partial t_d^{l_d} \), where \( 0 \leq l \equiv l_1 + \cdots + l_d \leq k \).

The density of beta distribution with shape parameters \((i + 1, m - i + 1)\) is
\[
\beta_{mi}(t) = (m + 1) \binom{m}{i} t^i (1 - t)^{m-i}, \quad i = 0, \ldots, m; \quad 0 \leq t \leq 1.
\]

Then the generalized multivariate Bernstein polynomial, the multivariate polynomial with positive coefficients, can be defined as
\[
P_m(t) = \sum_{i=0}^{m} a(i) \cdot \beta_{mi}(t), \quad a(i) \geq 0,
\]
where \( t = (t_1, \ldots, t_d) \), \( m = (m_1, \ldots, m_d) \), \( i = (i_1, \ldots, i_d) \), \( \sum_{i=0}^{m} = \sum_{i_1=0}^{m_1} \cdots \sum_{i_d=0}^{m_d} \) and \( \beta_{mi}(t) = \prod_{j=1}^{d} \beta_{m_{i_j}}(t_j) \). The maximum number of nonzero coefficients is \( K = \prod_{j=1}^{d} (m_j + 1) \).

2.2. Maximum Approximate Bernstein Likelihood Estimation

Let \( X = (X_1, \ldots, X_d)^T \) be a \( d \)-dimensional random vector having a continuous joint distribution \( F \) and a density \( f \) with support inside the hypercube \([0,1]^d\). The part (iii) of Lemma A.1 in the Appendix implies that we can model the multivariate density \( f \) approximately by
\[
f_m(t; p) = \sum_{i=0}^{m} p(i) \cdot \beta_{mi}(t),
\]
where \( p = p_m = \{p(i) : 0 \leq i \leq m\} \in S_m \equiv \{p(i) : 0 \leq i \leq m, p(i) \geq 0, \sum_{i=0}^{m} p(i) = 1\} \), the \((K - 1)\)-simplex. Then \( f_m \) is a mixture density of \( K \) multiple beta distributions. Moreover, the marginal densities are also mixtures of (multiple)
beta densities. The joint cdf \( F \) can be approximated by

\[
F_m(t; p) = \sum_{i=0}^{m} p(i_1, \ldots, i_d) \cdot B_{mi}(t),
\]

(3)

where \( B_{mi}(t) = \prod_{j=1}^{d} B_{m_{ij}}(t_j) \) and \( B_{mi}(t) \) is the cumulative distribution function of beta \((i + 1, m - i + 1), i = 0, \ldots, m.\)

Let \( x_i = (x_{1i}, \ldots, x_{di})^T, i = 1, \ldots, n, \) be a sample of size \( n \) from \( F. \) We assume that \( p_m \) is arranged in the lexicographical order of \( i = (i_1, \ldots, i_d) \) so that \( p_m \) can be treated as a \( K \)-dimensional vector. We can define the approximate Bernstein log-likelihood

\[
\ell(p_m) = \sum_{k=1}^{n} \log f_m(x_k; p) = \sum_{k=1}^{n} \log \left\{ \sum_{i=0}^{m} p(i) \beta_{mi}(x_k) \right\}.
\]

(4)

It is easy to see that if \( n \geq K - 1 \) then \( \ell(p_m), \) as a function of \( p_m, \) is strictly concave with probability one. The maximizer \( \hat{p}_m \) of \( \ell(p_m) \) subject to constraint \( p_m \in S_m \) is called the maximum approximate Bernstein likelihood estimate (MABLE) of \( p_m. \)

We can estimate the underlying density and distribution functions, respectively, by the maximum approximate Bernstein likelihood estimators (MABLEs) \( \hat{f}_B(t) = f_m(t; \hat{p}) = \sum_{i=0}^{m} \hat{p}(i) \beta_{mi}(t) \) and \( \hat{F}_B(t) = F_m(t; \hat{p}) = \sum_{i=0}^{m} \hat{p}(i) B_{mi}(t). \)

### 2.3. Optimal Degrees

Starting with an initial value \( p_m^{(0)}, \) one can use the following iteration to find the maximum likelihood estimate of \( p_m \) for any given \( m: \)

\[
p^{(s+1)}(l_1, \ldots, l_d) = \frac{1}{n} \sum_{j=1}^{n} \frac{p^{(s)}(l_1, \ldots, l_d) \prod_{v=1}^{d} \beta_{m_v l_v}(x_{vj})}{\sum_{i=0}^{m} p^{(s)}(i_1, \ldots, i_d) \prod_{v=1}^{d} \beta_{m_v i_v}(x_{vj})},
\]

(5)

\[0 \leq l_v \leq m_v; \ 1 \leq v \leq d; \ s = 0, 1, \ldots.\]

It follows from Theorem 4.2 of [17] that for each \( m, \) as \( s \to \infty, \ p^{(s)}_m \) converges to \( \hat{p}_m. \)
Because the marginal density of \( X_j \) can be approximated by a mixture of the \((m_j+1)\) beta densities, beta\((i + 1, m_j - i + 1)\), \( i = 0, \ldots, m_j \), \([12]\) gives a lower bound for \( m_j \) which is \( m_{bj} = \max\{1, [\mu_j(1 - \mu_j)/\sigma_j^2 - 3]\} \), where \( \mu_j = \mathbb{E}(X_j) \) and \( \sigma_j^2 = \text{var}(X_j) \).

One can estimate \( \mu_j \) and \( \sigma_j^2 \), respectively, by \( \hat{\mu}_j = \bar{x}_j = \frac{1}{n} \sum_{i=1}^{n} x_{ji} \), \( \hat{\sigma}_j^2 = s_j^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_{ji} - \bar{x}_j)^2 \). We can select the optimal \( m_j \) using the change-point method of \([12]\) for each \( j \). Let \( \mathcal{M}_j = \{m_{ji} = m_{j0} + i, i = 0, 1, \ldots, k_j\} \). We fit the marginal data \( x_{j1}, \ldots, x_{jn} \), with the Bernstein model of degree \( m_{ji} \in \mathcal{M}_j \) to obtain the profile log-likelihood \( \ell_{ji} = \ell_j(m_{ji}) \). Let \( y_{ji} = \ell_{ji} - \ell_{j,i-1} \), \( i = 1, \ldots, k_j \). We heuristically assume that \( y_{j1}, \ldots, y_{jn} \) are exponentials with a change point \( \tau_j \) and that \( m_{j\tau_j} \) is the optimal degree. We use the change-point detection method [see Section 1.4 of \([18]\)] for exponential model to find a change-point estimate \( \hat{\tau}_j = \arg \max_{1 \leq \tau \leq k_j} \{R_j(\tau)\} \), where the likelihood ratio of \( \tau \) is

\[
R_j(\tau) = -\tau \log \left( \frac{\ell_{j\tau} - \ell_{j0}}{\tau} \right) - (k_j - \tau) \log \left( \frac{\ell_{jk} - \ell_{j\tau}}{k_j - \tau} \right) + k_j \log \left( \frac{\ell_{jk} - \ell_{j0}}{k_j} \right),
\]

for \( \tau = 1, \ldots, k_j \). Then we estimate the optimal \( m_j \) by \( \hat{m}_j = m_{j\hat{\tau}_j} \). In case \( R_j(\tau) \) has multiple maximizers, we choose the smallest one as \( \hat{\tau}_j \).

### 2.4. Multivariate Distribution and Density Functions Estimation

Let \( Y = (Y_1, \ldots, Y_d)^T \) be a \( d \)-dimensional random vector having a continuous joint distribution \( G \) and a density \( g \) with support \([a_1, b_1] \times \cdots \times [a_d, b_d] \). We transform \( Y \) to \( X = (X_1, \ldots, X_d)^T \), where \( X_i = (Y_i - a_i)/(b_i - a_i) \), \( i = 1, \ldots, d \). Then the distribution and density functions of \( X \) are, respectively, \( F(x) = F(x_1, \ldots, x_d) = G\{(b-a)x+a\} = G\{(b_1-a_1)x_1+a_1, \ldots, (b_d-a_d)x_d+a_d\} \) and \( f(x) = (b_1-a_1) \cdots (b_d-a_d) g\{(b-a)x+a\} = (b_1-a_1) \cdots (b_d-a_d) g\{(b_1-a_1)x_1+a_1, \ldots, (b_d-a_d)x_d+a_d\} \).

Let \( y_j = (y_{j1}, \ldots, y_{jd})^T \), \( j = 1, \ldots, n \), be a sample from \( G \). We transform the data to
\( \mathbf{x}_j = (x_{1j}, \ldots, x_{dj})^\intercal \), with \( x_{ij} = (y_{ij} - a_i)/(b_i - a_i), j = 1, \ldots, n, i = 1, \ldots, d \). Since \( f \) is a continuous \( d \)-variate density on the hypercube \([0, 1]^d\), we can fit the transformed data \( x_j, j = 1, \ldots, n \), by the Bernstein polynomial model to get the maximum likelihood estimate \( \hat{p} \). Then we can estimate \( g \) and \( G \) respectively by

\[
\hat{g}_B(y) = \frac{1}{\prod_{i=1}^d(b_i - a_i)} \sum_{i=0}^m \hat{p}(i_1, \ldots, i_d) \cdot \prod_{j=1}^d \beta_{m,i_j} \left( \frac{y_j - a_j}{b_j - a_j} \right),
\]

\[
\hat{G}_B(y) = \sum_{i=0}^m \hat{p}(i_1, \ldots, i_d) \cdot \prod_{j=1}^d B_{m,i_j} \left( \frac{y_j - a_j}{b_j - a_j} \right).
\]

3. Asymptotic Results

In order to prove our asymptotic results we need the following assumption:

**(A.1).** For each \( m \) large enough, there exist \( p_0 \in S_m \) and \( k > 0 \) such that, uniformly in \( t \in (0, 1)^d \),

\[
\frac{|f_m(t; p_0) - f(t)|}{f(t)} \leq C(d, f) m_0^{-k/2},
\]

where \( m_0 = \min_{1 \leq j \leq d} m_j \), and \( C(d, f) \) depends on \( d \) and \( f \) but independent of \( m \).

A function \( f \) is said to be \( \gamma \)-Hölder continuous with \( \gamma \in (0, 1] \) if \( |f(x) - f(y)| \leq C|x - y|^{\gamma} \) for some constant \( C > 0 \). By Lemma \[A.1\] and Remark \[4\] we have the following sufficient condition for assumption \((A.1)\) to hold.

**Lemma 3.1.** Suppose that \( f_0 \in C^{(r)}[0, 1]^d, r \geq 0, f_0(t) \geq \delta_0 > 0 \), and when \( \ell(t) = r \) all \( f_0^{(l)} \) are \( \alpha \)-Hölder continuous, \( \alpha \in (0, 1] \). If \( f(t) = f_0(t) \prod_{i=1}^d t_i^{a_i} (1 - t_i)^{b_i} \), where \( a_i \)'s and \( b_i \)'s are nonnegative integers, then assumption \((A.1)\) is true with \( k = r + \alpha \).

Intuitively, assumption \((A.1)\) suggests that most of sample data can be viewed as if they were from \( f_m(t; p_0) \). So \( \ell(p) \) is the likelihood of \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) which can
be viewed as a slightly contaminated sample from $f_m(t; p_0)$. Hence $f_m(t; \hat{p})$ approximately targets at $f_m(t; p_0)$ which is an approximation of $f$ satisfying assumption (A.1). For a given $p \in S_m$, we define the $\chi^2$-divergence ($\chi^2$-distance)

$$D^2(p) = \int_{[0, 1]^d} \frac{(f_m(t; p) - f(t))^2}{f(t)} dt \equiv \int_{[0, 1]^d} \left[ \frac{f_m(t; p)}{f(t)} - 1 \right]^2 f(t) dt.$$ 

For density estimation we have the following result.

**Theorem 3.2.** Under assumption (A.1) for some positive integer $k$, and $m_0 = O(n^{1/k})$. As $n \to \infty$, with probability one the maximum value of $\ell(p)$ is attained by some $\hat{p}$ in the interior of $B_m(r_n) = \{ p \in S_m : D^2(p) \leq r_n^2 \}$, where $r_n^2 = \log n / n$.

Consequently we have

$$\mathbb{E} \int_{[0, 1]^d} \frac{(f_m(t; \hat{p}) - f(t))^2}{f(t)} dt \leq \frac{\log n}{n}. \quad (8)$$

Because $f$ is bounded there is a positive constant $C$ such that

$$\text{MISE}(\hat{f}_B) = \mathbb{E} \int_{[0, 1]^d} (f_m(t; \hat{p}) - f(t))^2 dt \leq C\frac{\log n}{n}. \quad (9)$$

**Remark 1.** The result (8) is a stronger result than (9) because $f$ can be arbitrarily small. The rate (9) is an almost parametric rate of convergence for MISE. This rate can be attained by kernel type estimators for analytic densities [19]. It is an interesting to investigate the properties of the proposed method for analytic density functions. Guan [12] showed a similar result when $d = 1$ under another set of conditions. The best rate is $O(n^{-1})$ that can be attained by the parametric density estimate under some regularity conditions.

**Remark 2.** The Remark 1 of [20] mentioned a minimax rate of $O(n^{-2k/(2k+1)})$ for a larger Hölder class of order $k$ of univariate density functions even with restriction to $[0, 1]$ [see 21, also]. This does not contradict our result because we consider a smaller
class of density functions which satisfy assumption (A.1) while a Hölder class density does not necessarily fulfill this assumption. For example, \( f(x) = [x(1-x)]^{r+\alpha}/B(a,b) \), the density of beta distribution with shapes \( a = b = r + 1 + \alpha \), where \( r \) is nonnegative integer and \( 0 < \alpha < 1 \). This is a member of Hölder class of order \( k = r + \alpha \) but does not satisfy assumption (A.1).

4. Simulation Study

Consider the two-dimensional random vector \((X_1, X_2)^T\) with pdf \( f(x_1, x_2) \) and support \([0, 1]^2\). We generate random samples of size \( n \) from some distributions. Simulation results on the estimated optimal model degrees \( \hat{m} \) and mean integrated squared errors \((\times 100)\) of the density estimates based 1000 Monte Carlo runs are given in Table 1. In this table, \( \hat{f}_B \) represents the maximum approximate Bernstein likelihood density estimate; \( \hat{f}_K \) the kernel density computed by R package “ks”. Samples of size \( n \) are generated from the following distributions.

(i) Beta: joint beta distribution with pdf \( f(x_1, x_2) = \text{beta}(x_1; 7, 7)\text{beta}(x_2; 5, 5) \).

(ii) Normal: bivariate normal with mean \( \mu = (0.5, 0.5)^T \) and covariance matrix \( \Sigma = 0.125^2(1_{0.1}) \).

(iii) MN: bivariate normal mixture \( w_1N(\mu_1, \Sigma_1) + w_2N(\mu_2, \Sigma_2) \) with parameters \( w = (w_1, w_2) = (0.3, 0.7), \mu_1 = (0.3, 0.3)^T, \mu_2 = (0.7, 0.7)^T \),

\[
\Sigma_1 = \begin{pmatrix} 0.065^2 & 0 \\ 0 & 0.065^2 \end{pmatrix}, \Sigma_2 = \begin{pmatrix} 0.065^2 & 0 \\ 0 & 0.065^2 \end{pmatrix}.
\]

(iv) P(8,8): power distribution with pdf \( f(x_1, x_2) = 4.5(x_1^8 + x_2^8), 0 \leq x_1, x_2 \leq 1 \).

From Table 1 we observe the following. The change-point method for choosing optimal degrees seems to give consistent estimate of \( \hat{m} \) for beta distribution. For non-
Table 1. Simulation using optimal degree \( m \). Simulation results on estimated optimal model degree \( \hat{m} \) and mean integrated square errors (\( \times 100 \)) of density estimates based 1000 Monte Carlo runs. \( \hat{f}_B \): maximum Bernstein likelihood density estimate; \( \hat{f}_K \): kernel density.

<table>
<thead>
<tr>
<th></th>
<th>Beta</th>
<th>Normal</th>
<th>MN</th>
<th>P(8,8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{m} )</td>
<td>(10.90, 8.72)</td>
<td>(11.50, 11.55)</td>
<td>(43.83, 44.17)</td>
<td>(6.25, 6.26)</td>
</tr>
<tr>
<td>SD(( \hat{m} ))</td>
<td>(3.04, 3.08)</td>
<td>(3.10, 2.99)</td>
<td>(12.29, 12.53)</td>
<td>(2.51, 2.54)</td>
</tr>
<tr>
<td>MISE(( \hat{f}_B ))</td>
<td>30.438</td>
<td>44.814</td>
<td>151.846</td>
<td>153.602</td>
</tr>
<tr>
<td>MISE(( \hat{f}_K ))</td>
<td>63.957</td>
<td>86.723</td>
<td>217.632</td>
<td>206.481</td>
</tr>
<tr>
<td></td>
<td>n = 50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{m} )</td>
<td>(11.42, 8.66)</td>
<td>(12.29, 12.25)</td>
<td>(46.05, 44.80)</td>
<td>(5.86, 5.92)</td>
</tr>
<tr>
<td>SD(( \hat{m} ))</td>
<td>(2.41, 2.26)</td>
<td>(2.53, 2.55)</td>
<td>(10.54, 9.95)</td>
<td>(1.99, 2.09)</td>
</tr>
<tr>
<td>MISE(( \hat{f}_B ))</td>
<td>13.812</td>
<td>23.427</td>
<td>75.429</td>
<td>79.496</td>
</tr>
<tr>
<td>MISE(( \hat{f}_K ))</td>
<td>32.680</td>
<td>43.904</td>
<td>127.248</td>
<td>177.962</td>
</tr>
<tr>
<td></td>
<td>n = 100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{m} )</td>
<td>(11.79, 8.58)</td>
<td>(12.87, 12.96)</td>
<td>(46.68, 46.27)</td>
<td>(5.36, 5.31)</td>
</tr>
<tr>
<td>SD(( \hat{m} ))</td>
<td>(2.04, 1.79)</td>
<td>(2.20, 2.23)</td>
<td>(8.13, 8.18)</td>
<td>(1.24, 1.25)</td>
</tr>
<tr>
<td>MISE(( \hat{f}_B ))</td>
<td>7.403</td>
<td>14.037</td>
<td>43.340</td>
<td>49.420</td>
</tr>
<tr>
<td>MISE(( \hat{f}_K ))</td>
<td>20.238</td>
<td>27.691</td>
<td>82.454</td>
<td>158.145</td>
</tr>
<tr>
<td></td>
<td>n = 200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{m} )</td>
<td>(11.99, 8.46)</td>
<td>(13.22, 13.13)</td>
<td>(48.24, 48.08)</td>
<td>(5.95, 5.92)</td>
</tr>
<tr>
<td>SD(( \hat{m} ))</td>
<td>(1.56, 1.48)</td>
<td>(1.87, 1.77)</td>
<td>(6.85, 6.63)</td>
<td>(1.33, 1.33)</td>
</tr>
<tr>
<td>MISE(( \hat{f}_B ))</td>
<td>3.733</td>
<td>8.884</td>
<td>24.407</td>
<td>33.672</td>
</tr>
<tr>
<td>MISE(( \hat{f}_K ))</td>
<td>12.943</td>
<td>17.453</td>
<td>53.237</td>
<td>141.669</td>
</tr>
</tbody>
</table>
polynomial density distributions the optimal degrees seems increase slowly as sample size $n$ with decreasing standard deviation. The proposed density estimate $\hat{f}_B$ could be 3 times and at least 1.3 times more efficient than the kernel density $\hat{f}_K$. The relative efficiency of $\hat{f}_B$ to $\hat{f}_K$ seems increases as $n$.

5. Real Data Application

The joint density of duration $Y_1$ (in minutes) of eruptions and the waiting time $Y_2$ (in minutes) of the Old Faithful is bimodal. Based on the data set containing $n = 272$ observations which are contained in [22] and also in [23]. Density estimation based on these data are also discussed by [24] and [23]. Petrone [25] provides a comparison with the Baysian Bernstein density estimate.

We truncate the data by rectangle $[a_1, b_1] \times [a_2, b_2] = [0, 7] \times [0, 120]$ and transform the data to $X_i = (Y_i - a_i)/(b_i - a_i)$, $i = 1, 2$. Using the change-point method of [12] as described in Section 2.3 we obtained optimal degrees $\hat{m}_1 = 95$ and $\hat{m}_2 = 88$ by fitting the duration and waiting time data separately with the Bernstein polynomial model. The maximum approximate Bernstein likelihood estimate $\hat{g}_B$ of the truncated density based on the data $Y_i$’s with $\hat{m} = (95, 88)$ is transformed to give the maximum approximate Bernstein likelihood estimate $\hat{f}_B$ of $f$:

$$\hat{f}_B(x) = \hat{g}_B\{(x_1 - a_1)/(b_1 - a_1), (x_2 - a_2)/(b_2 - a_2)\}/[(b_1 - a_1)(b_2 - a_2)]$$.

Figure 1 shows the density estimates, the proposed method of this paper $\hat{f}_B$, the kernel density $\hat{f}_K$ using R package ks based on mixture data, and the parametric estimate $\hat{f}_P$ using R package mixtools, the mixture normal model, and the histogram $\hat{f}_H$ of the data. Figure 2 compares the four estimates by contours. From these graphs we see that the proposed estimate is a little bit more smooth and looks more like mixture normal as many authors have assumed.
Figure 1. $f_B$: the Bernstein density estimate; $f_K$: the kernel density estimate; $f_P$: the mixed normal density estimate; $f_H$: the histogram estimate.
Figure 2. Pairwise contour comparison of the density estimates. $f_B$: the Bernstein density estimate; $f_K$: the kernel density estimate; $f_P$: the mixed normal density estimate; $f_H$: the histogram estimate.
6. Concluding Remark

Due to the many parameters to be estimated, the only drawback of the proposed method is the slow convergence of EM iteration. The computation cost seems unavoidable to achieve the much better efficiency. It is a challenge to find better algorithm to speed up the computation. Although assumption [(A.1)] is not easy to check, the sufficient condition given in Lemma 3.1 with all $a_i$’s and $b_i$’s equal to zero is fulfilled by non-vanishing densities. A nonparametric density estimator should be obtained by fitting a working nonparametric model for density. A useful and working nonparametric model should be an approximate model which contains unknown but finite number of parameters. The method described in this is implemented in R language [26] and will be added as a component to R package mable, maximum approximate Bernstein likelihood estimation [27], which is available on CRAN.
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7. Appendices

Appendix A. Mathematical Preparation

We denote the modulus of continuity of function $f$ by $\omega(f, h) = \max_{|s-t|<h} |f(s) - f(t)|$, $h > 0$. Define $\omega_r(h) = \omega(f^{(r)}, h)$, $\omega^{(r)}(h) = \max_{i=r} \omega_r(h)$, and $\Delta_n = \Delta_n(t) = \max\{n^{-1}, \delta_n(t)\}$, $\delta_n = \delta_n(t) = \sqrt{t(1-t)/n}$. If $n \leq 4$ then $\Delta_n(t) = n^{-1}$ for all $t \in [0, 1]$. If $n > 4$ then

$$\Delta_n(t) = \begin{cases} 
\delta_n(t), & |t - 0.5| \leq 0.5\sqrt{1 - 4/n}; \\
n^{-1}, & \text{elsewhere.}
\end{cases}$$

Let $f$ be defined on the hypercube $[0, 1]^d$. The multivariate Bernstein polynomial approximation [28, 30] for $f(t)$ is

$$B_n^f(t) = \sum_{i=0}^m f\left(\frac{i}{m}\right) \cdot b_{m,i}(t), \quad (A1)$$

where $\frac{i}{m} = (\frac{i_1}{m_1}, \ldots, \frac{i_d}{m_d})$, $b_{m,i}(t) = \prod_{j=1}^d b_{m,j_i}(t_j)$, and $b_{mi}(t) \equiv \binom{m}{i} t^i (1-t)^{m-i}$,
The best degree of approximation by $B^I_{ni}(t)$ is $O(\sum_{j=1}^{d} m_j^{-1})$ provided that $f$ has continuous second or even higher partial derivatives. Most of the applications [see 14, 15, for example] of the Bernstein polynomial so far in statistics are limited to estimating $f\left(\frac{i}{m}\right)$ using empirical distribution. So they are far from optimal if the underlying distribution has a smooth density function. One such example is [31] who used Bernstein polynomial to approximate multivariate distributions in terms of empirical Bernstein copulas.

If $d = 1$ and $f$ has a positive lower bound and higher than second order continuous derivatives [10] showed that there exist better choices of nonnegative coefficients than $f(i/m_1)$ which result in the so called polynomial with positive coefficients and degree of approximation better than $O(m_1^{-1})$. We shall generalize the result of [10] for univariate polynomial with positive coefficients to multivariate case with a little improvement.

Let $\Lambda_r^{(d)} = \Lambda_r^{(d)}(\delta, M_0, M_r)$, $M_r = (M_1, \ldots, M_d)$, $2 \leq \langle i \rangle \leq r$, be the class of functions $f(t)$ in $C^r[0,1]^d$ with the properties $\delta \leq f(t) \leq M_0$, $|f^{(i)}(t)| \leq M_i$, $t \in [0,1]^d$, for some $\delta > 0$, $M_i \geq 0$, $2 \leq \langle i \rangle \leq r$. The following is an enhanced generalization of Theorem 1 of [10] to the multivariate positive polynomial which might be of independent interest.

**Lemma A.1.** (i) If $f \in C^r[0,1]^d$, $r = 0, 1$, then with $C_{r,d} = d + 1$

$$|f(x) - B^I_{ni}(x)| \leq C_{r,d}^{(r)}(\max_{1 \leq j \leq d} \delta_{m_j}(x_j)) \left[\sum_{j=1}^{d} \delta_{m_j}(x_j)\right]^r, \quad 0 \leq x \leq 1. \quad (A2)$$

(ii) If $r \geq 2$, $\delta > 0$, $M_i \geq 0$, be given, then there exists a constant $C_{r,d} = C_{r,d}(\delta, M_0, M_r)$ such that for each function $f(x) \in \Lambda_r^{(d)}(\delta, M_0, M_r)$ one can find a sequence $P_m(x)$, $m \geq 1$, of polynomials with positive coefficients of degree $m$ satisfy-
\[ |f(x) - P_m(x)| \leq C_{r,d} \omega^{(r)}(D_m(x)) D_m^{-2}(x) \left[ \sum_{j=1}^{d} \delta_{m_i}(x_j) \right]^2, \quad 0 \leq x \leq 1, \quad (A3) \]

where \( D_m(x) = \max_{1 \leq j \leq d} \Delta_{m_i}(x_j) \). (iii) If \( f \in \Lambda_r^{(d)}(\delta, M_0, M_r) \) is a probability density function, and \( f_0^{(l)} \) is \( \alpha \)-Hölder continuous, \( \alpha \in (0,1) \), \( (l) = r \), then normalizing the coefficients of \( B_m(x) \) or \( P_m(x) \) we obtain \( f_m(x; p) = \sum_{i=0}^{m} p(i) \cdot \beta_{m_i}(x) \) with coefficients \( p \in \mathbb{R}^{m} \) which satisfies

\[ |f(x) - f_m(x; p)| \leq C_{r,d} \left( \min_{1 \leq i \leq d} m_i \right)^{-(r+\alpha)/2}, \quad 0 \leq x \leq 1, \quad (A4) \]

for some constants \( C_{r,d} \).

**Remark 3.** If \( d = 1 \) and \( r \geq 2 \), then an improved version of Theorem 1 of [10] is

\[ |f(t) - P_n(t)| \leq C_r \delta_n^2(t) \Delta_n^{-2}(t) \omega_r(\Delta_n(t)), \quad 0 \leq t \leq 1, \quad n = 1, \ldots. \quad (A5) \]

This indicates that the approximation \( P_n \) for \( f \) performs especially good at the boundaries because the errors are zero at \( t = 0, 1 \). However, results of [10] do not imply this when \( r \geq 2 \).

**Remark 4.** The requirement that \( f \) has a positive lower bound \( \delta \) can be relaxed to allow \( f \) to vanish only along the edges of \([0, 1]^d\). For example, \( f(x) = f_0(x) \prod_{i=1}^{d} x_i^{a_i}(1-x_i)^{b_i} \), where \( f_0 \in \Lambda_r^{(d)}(\delta, M_0, M_r) \), \( a_i \)'s and \( b_i \)'s are nonnegative integers. Because \( P_m(x) \) is a polynomial with positive coefficients so is \( P_m(x) \prod_{i=1}^{d} x_i^{a_i}(1-x_i)^{b_i} \). Thus part (ii) of Lemma A.1 is still true.

Using the notations of [10], we define \( T_{ns}(x) = \sum_{k=0}^{n} (k-nx)^s p_{nk}(x) \), \( s = 0, 1, \ldots. \) It is convenient to denote \( \bar{T}_{ns}(x) = n^{-s} T_{ns}(x) \) and \( \bar{T}^{*}_{ns}(x) = n^{-s} T^{*}_{ns}(x) := n^{-s} \sum_{k=0}^{n} |k-nx|^s p_{nk}(x) \), \( s = 0, 1, \ldots. \) In order to get a non-uniform estimate, we need an improved
version of Lemma 1 of [10]:

**Lemma A.2.** For \( s \geq 0 \) and some constant \( A_s \)

\[
\hat{T}_{ns}(x) \leq A_s \delta_n^2(x) \Delta_n^{0.5s-2}(x),
\]

(A6)

where \( a \lor b = \max(a, b) \), and \( a \land b = \min(a, b) \). Particularly \( A_0 = A_1 = A_2 = 1 \), \( A_3 = 2 \) and \( A_4 = 4 \). The equality holds when \( s = 0, 2 \).

**Remark 5.** Lemma 1 of [10] gives \( T_{ns}(x) \leq A_s \Delta_n^s(x) \), \( s \geq 1 \), which does not imply zero estimates at \( x = 0, 1 \).

**Proof.** The special results for \( s = 0, 1, 2 \) are obvious. By the formulas on P. 14 of [11] we have \( T_{ns}(x) = T_n(x) = n^{-2} \delta_n^2(x) [3n(n-2) \delta_n^2(x) + 1] \leq 4 \delta_n^2(x) \Delta_n^2(x) \). By the Schwartz inequality, we have \( T_{ns}(x) \leq [T_{n2}(x) T_{n4}(x)]^{1/2} = \delta_n(x) [T_{n4}(x)]^{1/2} \leq 2 \delta_n(x) \Delta_n(x) \). For \( s \geq 4 \), both \( T_{n2r}(x) \) and \( T_{n2r+1}(x) \) can be expressed as \( nx(1-x) \sum_{l=0}^{r-1} [nx(1-x)]^l Q_{rl}(x) \), where \( Q_{rl}(x) \) are polynomials in \( x \) with coefficients depending on \( r \) and \( l \) only [see Eq.5 of 32]. Similar to [10], this implies that \( T_{n2r}(x) = T_{n2r}(x) \leq A_{2r} \delta_n^2(x) \Delta_n^{2r-2}(x) \). By Schwartz inequality again \( T_{n2r+1}(x) \leq [T_{n2}(x) T_{n4r}(x)]^{1/2} \leq A_{2r+1} \delta_n^2(x) \Delta_n^{2r-1}(x) \). The proof of the Lemma is complete.

**Appendix B. Proof of Lemma A.1**

Similar to [10], we want to prove that, for \( r \geq 0 \), there exist polynomials of the form

\[
Q_{r}(x) = \sum_{k=0}^{m} \left\{ f \left( \frac{k}{m} \right) \sum_{i=2}^{r} \frac{1}{i!} \sum_{(i)} \binom{i}{i} f^{(i)} \left( \frac{k}{m} \right) \prod_{j=1}^{d} \frac{1}{m_j} \tau_{r_i}(x_j, m_j) \right\} p_{m,k}(x),
\]

(B1)

where \( \binom{i}{i} = \binom{i}{i_1, \ldots, i_k} \) is the multinomial coefficient, and \( \tau_{r_i}(x,m) \)'s are polynomials, independent of \( f \), in \( x \) of degree \( i \), in \( m \) of degree \( \lfloor i/2 \rfloor \), such that for each function
\[ f \in C(\mathbb{R})^d, \]

\[ |f(x) - Q^f(x)| \leq C_r \omega^{(r)}(D_m(x)) D_m^{0\nu(r-2)}(x) \left[ \sum_{j=1}^{d} \delta_m(x_j) \right]^{2^\omega r} \tag{B2} \]

with \( C_r \) depending only on \( r \) and \( d \).

If \( f \in C(\mathbb{R})^d, r \geq 1 \), by the Taylor expansion of \( f(k/m) \) at \( x \), we have

\[ f(x) = f\left(\frac{k}{m}\right) - \sum_{i=1}^{r} \frac{1}{i!} \sum_{(i)=i} \left( \frac{d}{i} \right) \prod_{j=1}^{d} \left( \frac{k_j}{m_j} - x_j \right)^i f^{(i)}(x) \]

\[ + \frac{1}{r!} \left\{ \sum_{(i)=r} \left( \frac{r}{i} \right) \prod_{j=1}^{d} \left( \frac{k_j}{m_j} - x_j \right)^i [f^{(i)}(x) - f^{(i)}(\xi^{(r)}_k)] \right\}, \]

where \( \xi^{(r)}_k \) is on the line segment connecting \( x \) and \( k/m \). This equation is also true when \( r = 0 \) by defining \( \xi^{(0)}_k = k/m \) and the empty sum to be zero. Multiplying both sides by \( p_{m,k}(x) \) and taking summation over \( 0 \leq k \leq m \), we obtain

\[ f(x) = B_m^f(x) - \sum_{i=2}^{r} \frac{1}{i!} \sum_{(i)=i} \left( \frac{d}{i} \right) \prod_{j=1}^{d} T_{m,j_i}(x_j) f^{(i)}(x) + R_m^{(r)}(x), \tag{B3} \]

where \( r \geq 0 \), empty sum is zero, and

\[ R_m^{(r)}(x) = \frac{1}{r!} \left\{ \sum_{(i)=r} \left( \frac{r}{i} \right) \sum_{k=0}^{m} \prod_{j=1}^{d} \left( \frac{k_j - m_j x_j}{m_j} \right)^i p_{m,k}(x_j) [f^{(i)}(x) - f^{(i)}(\xi^{(r)}_k)] \right\}. \]

For each \( \delta > 0 \), define \( \lambda = \lambda(x,y,\delta) = \lfloor |x-y|/\delta \rfloor \), where \( \lfloor x \rfloor \) is the integer part of \( x \geq 0 \). Then \( \lambda \delta \leq |x-y| < (\lambda + 1) \delta \), and for \( g \in C[0,1]^d \), \( |g(x) - g(y)| \leq (\lambda + 1) \omega(g, \delta) \).

If \( f \in C(\mathbb{R})^d, r = 0,1 \), then similar to the proofs of Theorems 1.6.1 and 1.6.2 of \( \Pi \) pp. 20–21 and by (B3) we have \( |f(x) - B_m^f(x)| = |R_m^{(r)}(x)| \). Because
Choosing \( m(i) = r \), we shall prove the existence of \( (x, R_j) \) = \( m(i) \). If \( m(i) \) is fixed, then we have

\[
|f(x) - B_m^l(x)| \leq \sum_{(i) = r} \omega_i(\delta) \left[ \prod_{j=1}^d \hat{T}_{m,j,i}(x_j) + \frac{1}{\delta} \sum_{l=1}^d \hat{T}_{m,i,l+1}(x_l) \prod_{j \neq l}^d \hat{T}_{m,j,i}(x_j) \right]
\]

\[
\leq \sum_{(i) = r} \omega_i(\delta) \left[ \prod_{j=1}^d \delta_{m,j}(x_j) + \frac{1}{\delta} \sum_{l=1}^d \delta_{m,i,l+1}(x_l) \prod_{j \neq l}^d \delta_{m,j}(x_j) \right].
\]

(B4)

The estimates in (A2) follow from (B4) with \( \delta = \max_{1 \leq j \leq d} \delta_{m,j}(x_j) \). This also proves (B2) with \( r = 0, 1 \) and \( Q_{mr}^l = B^l \). So part (i) is proved.

If \( r \geq 2 \), then we have

\[
|R_{m}^{(r)}(x)| \leq \frac{1}{r!} \left\{ \sum_{(i) = r} \left( \begin{array}{c} r \\ i \end{array} \right) \omega_i(\delta) \left[ \prod_{j=1}^d \hat{T}_{m,j,i}(x_j) + \frac{1}{\delta} \sum_{l=1}^d \hat{T}_{m,i,l+1}(x_l) \prod_{j \neq l}^d \hat{T}_{m,j,i}(x_j) \right] \right\}
\]

\[
\leq \frac{1}{r!} \left\{ \sum_{(i) = r} \left( \begin{array}{c} r \\ i \end{array} \right) \omega_i(\delta) \left[ \prod_{j=1}^d A_{i,j} \Delta_{m,j}^{0^v(i)}(x_j) \right] \prod_{1 \leq j \leq d}^d A_{i,j} \delta_{m,i,j}^{0^v(i)}(x_j) \right\}
\]

Choosing \( \delta = D_m(x) \), we have

\[
|R_{m}^{(r)}(x)| \leq \omega^{(r)}(\delta) \frac{1}{r!} \left\{ \sum_{(i) = r} \left( \begin{array}{c} r \\ i \end{array} \right) \prod_{j=1}^d A_{i,j} \delta_{m,j}^{0^v(i)}(x_j) \right\}
\]

\[
+ \sum_{l=1}^d \sum_{(i) = r} \left( \begin{array}{c} r \\ i \end{array} \right) A_{i,l+1} \delta_{m,l}^{0^v(i)}(x_l) \prod_{1 \leq j \leq d}^d A_{i,j} \delta_{m,i,j}^{0^v(i)}(x_j) \right\}
\]

\[
\leq C(r,d) \omega^{(r)}(\delta) \max_{1 \leq j \leq d} \Delta_{m,j}^{2^v(i)}(x_j) \left[ \sum_{j=1}^d \delta_{m,j}(x_j) \right]^2.
\]

(B5)

Similar to (10) we shall prove the existence of \( Q_{mr}^l \) by induction in \( r \). Assuming that all \( Q_{mr}^l \) for \( i < r \) are established, we iteratively define

\[
Q_{mr}^l(x) = B^l(x) - \sum_{i=2}^{r} \frac{1}{l!} \sum_{(i) = i} \left( \begin{array}{c} r \\ i \end{array} \right) \prod_{j=1}^d \hat{T}_{m,j,i}(x_j) Q_{mr}^{l(i)}(x).
\]
By Lemma A.2 and the inductive assumption, (B2) is satisfied by (B5) as following.

\[ |f(x) - Q^f_{m,r}(x)| \leq \sum_{i=2}^{r} \frac{1}{i!} \left( \sum_{(i) = 1}^{d} \prod_{j=1}^{d} \delta_{m_j}(x_j) \right) |f^{(i)}(x)| + |R^f_{m}(x)| \]

\[ \leq \sum_{i=2}^{r} \frac{C^{(i)}_{r,d}}{i!} D_m(x)^{(i-2)} \left( \sum_{j=1}^{d} \delta_{m_j}(x_j) \right)^2 \]

\[ \cdot \omega^{(r)}[D_m(x)]D^{\omega(r-2)}_m(x) \left( \sum_{j=1}^{d} \delta_{m_j}(x_j) \right)^{2(r-i)} + |R^f_{m}(x)| \]

\[ \leq C^{(i)}_{r,d} \omega^{(r)}[D_m(x)]D^{\omega(r-2)}_m(x) \left( \sum_{j=1}^{d} \delta_{m_j}(x_j) \right)^2. \]

Since \( f(x) \geq \delta > 0 \), by an obvious generalization of remark (a) on p. 241 of [10] with \( h = 1/m \) we know that \( P_{m+r}(x) = Q^f_{m,r}(x) \) is a \( d \)-variate polynomial of degree \( m + r = (m_1 + r, \ldots, m_d + r) \) with positive coefficients for all \( m \geq m_r(m, \ldots, m_r) \) so that

\[ |f(x) - P_{m+r}(x)| \leq C_{r,d} \omega^{(r)}[D_m(x)]D^{\omega(r-2)}_m(x) \left( \sum_{j=1}^{d} \delta_{m_j}(x_j) \right)^2. \]

Then (A3) follows for all \( m \) and a larger \( C_{r,d} \) from \( \Delta_{m_1} = O(\Delta_{m_1}) \) for all \( r \geq 2 \).

The proof of part (ii) is complete.

We omit the proof of part (iii) because it is almost the same as that of Lemma 3.1 below.

**Appendix C. Proof of Lemma 3.1**

By parts (i) and (ii) of Lemma A.1 we have \( f_0(t) - P_m(t) = R_m(t) \), where \( P_m(t) \) is a polynomial with positive coefficients and \( R_m(t) \) satisfies \( |R_m(t)| \leq C_0(d, f)m_0^{-(r+\alpha)/2} \), \( 0 \leq t \leq 1 \). So \( f(t) - Q_m(t) = R_m(t) \), where \( Q_m(t) = P_m(t) \prod_{i=1}^{d} t_i^{a_i} (1 - t_i)^{b_i} = \sum_{i=0}^{m} a(i) \cdot \beta_{m_i}(t) \) is a polynomial of degree \( \tilde{m} = m + a + b \) with positive coefficients, \( R_m(t) = R_m(t) \prod_{i=1}^{d} t_i^{a_i} (1 - t_i)^{b_i} \), and \( |R_m(t)| \leq C_0(d, f)m_0^{-(r+\alpha)/2} \), \( 0 \leq t \leq 1 \).

For large \( m \), \( \rho_m := \int_{0,1} R_m(t) dt \leq C_0(d, f)m_0^{-(r+\alpha)/2} < c_0 < 1 \). Since \( f(t) \) and
The densities on $[0, 1]^s$, $\beta_{\tilde{m}}(t) = 1 - \rho_{\tilde{m}} > 0$. So normalizing $a(i)$ we obtain

$$f_{\tilde{m}}(t; p_0) = Q_{\tilde{m}}(t)/(1 - \rho_{\tilde{m}}) = \sum_{i=0}^{\tilde{m}} p_0(i) \cdot \beta_{\tilde{m}}(t),$$

where $p_0(i) = a(i)/(1 - \rho_{\tilde{m}})$.

Noticing that $f_0(t) \geq \delta_0 > 0$, we have

$$|f_{\tilde{m}}(t; p_0) - f(t)|/f(t) = (1 - \rho_{\tilde{m}})^{-1} |R_{\tilde{m}}(t)/f(t) + \rho_{\tilde{m}}|$$

$$= (1 - \rho_{\tilde{m}})^{-1} |R_{\tilde{m}}(t)/f_0(t) + \rho_{\tilde{m}}|$$

$$\leq (1 - c_0)^{-1} C_0(d, f)(1/\delta_0 + 1)m_0^{-(r+\alpha)/2}.$$

The proof is complete.

Appendix D. Proof of Theorem 3.2

The approximate Bernstein log likelihood is

$$\ell(f_m) = \sum_{i=1}^{n} \log[f_m(x_i; p)].$$

Define the log-likelihood ratio $R(p) = \ell(f) - \ell(p)$, where $\ell(f) = \sum_{i=1}^{n} \log f(x_i)$. For an $0 < \epsilon_0 < 1$, we define subset $A_m(\epsilon_0)$ of $S_m$ so that, for all $x \in [0, 1]^d$, $|f_m(x; p) - f(x)|/f(x) \leq \epsilon_0 < 1$. Clearly, such an $A_m(\epsilon_0)$ is nonempty since $p_0 \in A_m(\epsilon_0)$. By Taylor expansion we have, for all $p \in A_m(\epsilon_0),$

$$R(p) = -\sum_{i=1}^{n} \left[Z_i(p) - \frac{1}{2}Z_i^2(p)\right] + O(R_{mn}(p)) \ a.s.,$$

where $R_{mn}(p) = \sum_{i=1}^{n} Z_i^2(p)$, and $Z_i(p) = [f_m(x_i; p) - f(x_i)]/f(x_i), i = 1, \ldots, n.$

Since $E[Z_i(p)] = 0$, $\sigma^2[Z_i(p)] = E[Z_i^2(p)] = D^2(p)$, by the law of iterated logarithm we have

$$\sum_{i=1}^{n} Z_i(p)/\sigma[Z_i(p)] = O(\sqrt{n \log \log n}) \ a.s.$$

By the strong law of large numbers we have

$$R(p) = \frac{n}{2}D^2(p) - O(D(p)\sqrt{n \log \log n}) + O(nD^2(p)) \ a.s. \quad (D1)$$
If $D^2(p) = r_n^2 = \log n/n$, then, by (D1), there is an $\eta > 0$ such that $R(p) \geq \eta \log n$, a.s. At $p = p_0$, if $m_0 = Cn^{1/k}$ then by assumption [A.1] we have $D^2(p_0) = O(m_0^{-k}) = O(n^{-1})$. By (D1) again we have $R(p_0) = O(\sqrt{\log \log n})$ a.s. Therefore, similar to the proof of Lemma 1 of [33], we have

$$D^2(\hat{p}) = \int_{[0,1]^d} \frac{|f_m(x; \hat{p}) - f(x)|^2}{f(x)} dx < \frac{\log n}{n} \text{ a.s.}$$

The inequality (8) follows immediately. Based on (8) and the boundedness of $f$, the inequality (9) is obtained.